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Abstract. The study aims to increase the efficiency of the use of the pipe-piston unit by ensuring the reliability of 
the measurement results based on the development of calibrating technique for the pipe-piston installation. Theoretical 
research is based on using the principles of system and process approaches. To solve the scientific problem, the 
fundamental provisions of statistical methods and experimental methods were used; methods of mathematical modeling 
of estimation of measurement uncertainties. Based on the results of the work, the normative document “Metrology. 
Installations of a standard pipe-piston. Calibration technique”. The approach to controlling metrological characteristics 
of the pipe-piston installation, based on estimating the uncertainty of measurements during its calibration, was further 
developed. Application of the proposed approach allows one to control the metrological characteristics directly on site 
without disrupting the working product’s accounting process and increasing the pipe-piston installation’s efficiency by 
an increase in the reliability of measurements and ensuring repeatability. 

Keywords: methods, calibration, pipe-piston installation, uncertainty, verification. 

1 Introduction 

The economies of many countries, including Ukraine, 
are based mainly on natural resources. Available natural 
resources are the key to the country's competitiveness in 
the world market. Therefore, a reliable system of 
accounting and control of the use of such resources is an 
essential factor in the efficient and economical use of 
nature.  

Today in our area, the pipe-piston test installation 
(production of “Energoinvest. Measuring systems”) is 
designed to control the characteristics and verification of 
measuring instruments of volume and mass at the place of 
operation without violating the process of accounting for 
the working product. 

Legislation of Ukraine in the field of metrology has 
changed in recent years. According to the Resolution of the 
Cabinet of Ministers of 04.06.2015 № 374 [2], the pipe-
piston installation was not included in the List of 
categories of legally regulated measuring equipment 
subject to periodic verification, so it belongs to the gages. 
According to the procedure for calibration of legally 
regulated measuring equipment in operation and 

registration of its results (Order of the Ministry of 
Economy of 08.02.2016 № 193), the gages used during the 
verification must be calibrated. 

The purpose of the work is to increase the efficiency of 
the pipe-piston installation by ensuring the reliability of 
measurement results based on the development of 
calibration techniques for the pipe-piston installation. 

2 Literature Review 

Consumption - the amount of liquid, gas, or bulk (mass, 
volume, or weight) transported or supplied per unit time 
across the cross-section [3]. 

When measuring the volume of liquid (gas) flowing 
through the cross-section, determine the volume 
consumption when measuring mass flow. 

Volume flow rate is the volume of liquid that passes 
through a given area per unit of time. 

Usually, the liquid (gas) consumption is measured by a 
flowmeter and to measure the amount of a substance – by 
a quantity counter (counter). 

For verification, calibration, and control of measuring 
equipment’s characteristics of volume and weight on a 

mailto:y.denisenko@tmvi.sumdu.edu.ua
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place of operation without disturbance of process of the 
account of a working product, the pipe-piston installation 
(further PPI) is used. 

Bilateral PPIs have been most widely used in industries 
where high flow measurement accuracy is required. The 
main advantage of bilateral PPI compared to unidirectional 
PPI is that in the bilateral design of PPI, the volume of the 
measuring section is taken as the passage of the piston in 
both directions, thus compensating for the error of 
detectors, thereby increasing measurement reliability and 
improving repetition. 

The experimental installation under consideration it is a 
two-sided stationary pipe-piston test installation with a 
capacity of 550 m3 / h. 

Operating conditions have a fairly wide range, namely: 
ambient temperature from minus 50 to 65 °С; the average 
value of humidity is 80% (possibly for a short time up to 
100%); the maximum pressure in PPI to 4 MPa. 

The main components of the PPI are shown in Figure 1.  
 

 

Figure 1 - Scheme of bilateral PPI: 1 – shock absorber;  
2, 4 – shut-off valves; 3 – the valve on the main pipeline;  

5 – flow meter; 6 – filter; 7 – cover; 8 – four-way valve with a 
drive that acts as a switch of fluid flow through the loop; 9, 10 – 
bullet passage detectors; 11 – polyurethane ball; 12 – loop made 
of steel pipe coated in the middle with epoxy resin to obtain the 

high-quality, smooth and constant diameter of the pipeline;  
13 – pulse counter; 14 – power 

The general view of the experimental setup is shown in 
Figure 2. 

PPI is a two-way installation with flow control by a 
four-way valve, a ball polyurethane piston, and a 
calibrated area with an internal polymer coating. The 
calibrated area is made of pipes and taps calibrated for 
inner diameter. The calibrated area is limited by detectors 
that detect the passage of the ball piston. 

The inner surface of the installation is thoroughly 
cleaned and covered with a thin layer of special synthetic 
resin to protect against corrosion and reduce friction when 
moving the ball. 

During the flow transducer test, the ball piston inside 
the starting chamber starts moving toward the opposite 
starting chamber. Once in the acceleration section of the 

PPI, the ball piston completely covers the inner section of 
the PPI and moves with the fluid at a constant speed. 

 

 

 
 

Figure 2 – General view of the calibrated area  
between detectors: Experimental setup 

 
Continuous calibration of the flowmeter is carried out 

by draining the liquid to the auxiliary loop of the pipeline 
of a certain length, in which a polyurethane ball is 
installed, and the flow of liquid passes past four sensors of 
the ball. With the help of bullet passage sensors, switches 
are triggered, which start and stop the meter connected to 
the test flow meter. The volume of the calibrated part of 
the pipe between the sensors of the ball passage is accurate. 
By comparing it with the value on the flowmeter, it is 
possible to determine the calibration factor under normal 
operating conditions. Next, the piston enters the opposite 
chamber of the PPI and remains there until the position of 
the four-way valve changes, which causes a change in the 
direction of fluid flow inside the PPI to the opposite. The 
flow captures the ball piston, and the measurement process 
is repeated. 

Therefore, PPI has a complexity of design and 
operation. The reliability of the system of accounting and 
control of the use of natural resources depends on its 
metrological characteristics, so the urgent task is to 
increase the reliability and repeatability of measurements 
based on the study and improvement of the regulatory 
framework. 

The study of the requirements of international 
regulations on the application or confirmation of 
metrological characteristics of PPI did not reveal such. 

The technical regulation [7] of measuring instruments, 
developed based on Directive 2014/32 / EC of the 
European Parliament and of the Council of 26.02.2014, 
entered into force on 24.02.2016. The effect of this 
Technical Regulation of measuring instruments extends to 
the following categories of measuring equipment 
(hereinafter – ME), which relate only to: water meters; gas 
meters and volume conversion devices; active electricity 
meters; heat meters; measuring systems for continuous and 
dynamic measurement of liquids other than water; 
automatic weighing devices; taximeters; material 
measures; size measuring instruments; exhaust gas 
analyzers. 



 

 

Journal of Engineering Sciences, Volume 9, Issue 2 (2022), pp. B1-B6 B3 

 

The legislation does not provide for the verification of 
standards. The law [4] does not include such an important 
but specific category of ME as gages in the sphere of 
legislative regulation. Gages of any accuracy must be 
calibrated. The essence of calibration is to determine the 
characteristics, for this purpose, a comparison with the 
relevant gauge, and not to determine the suitability for 
using ME. This is reflected in the normative legal act 
“Procedure for verification of legally regulated measuring 
instruments in operation and registration of its results”, 
approved by order of the Ministry of Economic 
Development and Trade of Ukraine No. 193 of 08.02.2016 
[5]: “For the gages used during the calibration, the 
measurement uncertainty limits that these gages must 
provide must be specified. The ratio between the 
measurement uncertainty that provides the gages and the 
maximum permissible error of the ME to be verified is not 
less than one to three”. 

According to the Procedure for calibration of secondary 
and working gages, item 4, II “Calibration of working 
gages is carried out according to calibration methods 
contained in national standards or developed by 
contractors considering national standards harmonized 
with relevant international and European standards and 
documents adopted by international and regional 
organizations in metrology”. 

Thus, there is currently a scientific and practical 
problem to ensure reliable control over the measurement 
of volume outside the legal field, the solution of which will 
control the measurement of volume by measuring 
equipment and protect the rights of consumers. 

3 Research Methodology 

At the beginning of the development of the PPI 
calibration methodology, it is advisable to investigate its 
verification procedure according to the requirements of 
P81 / 24.99-1999 “Recommendation. Metrology. Pipe-
piston installations. A typical method of verification by 
installations based on OГВ scales or gauges”. 

Depending on the capacity determination method used, 
different sets of verification tools are used when 
performing the PPI calibration. The method of determining 
the capacity of the PPI is based on the fact that the water 
displaced from the PPI when moving the piston calibrated 
area from one detector to another, sent to a special storage 
tank, and measured its volume. The volume of water is 
measured by draining it from the storage tank, indirectly 
(using scales and hydrometers) or directly (meter). 

The following methods and means of PPI verification 
have been established, such as a calibration unit based on 
OГВ scales with storage capacity and flow switch; 

calibration unit based on meters with storage capacity 
and flow switch; calibration unit based on OГВ scales or 
meters with storage capacity with piston stop; calibration 
unit based on meters with piston stop (without storage 
tank); calibration unit based on meters without stopping 
the piston and without storage capacity; (compact prover) 
test unit based on meters without piston stop and a storage 
tank. 

The manufacturer foresaw the need for such calibration 
units, which were built on site of PPI operation (Figure 3). 
It includes: 

− meter type M1R - 1000, capacity 1000 l, scale from 
984 l to 1009 l, division price 0.2 l; extended uncertainty 
of 0.2 l; 1st category (Figure 3, a); 

− D400 type scales range from 100 kg to 1500 kg; 
extended uncertainty of 0.05 kg (Figure 4 b, c). 

 

 
Figure 3 – Test installation (general view) 

 

  
a b 

Figure 4 – Reference meter (a) and weighing device (b) 
 
Considering the PPI’s available equipment and the 

provision of reference equipment, a method with a 
calibration installation based on meters with a piston stop 
(with storage capacity) was chosen. 

Before verification, the following preparatory work 
must be carried out: checking the availability of 
certificates of verification or prints of calibration marks on 
them; checking the value of the diameter and condition of 
the surface (degree of wear) of the ball pistons PPI, which 
is verified, according to the operating documentation; 
checking the correctness of installation and connections of 
PPI, means of verification and auxiliary equipment 
according to the operating documentation on PPI and 
means of verification; checking the tightness of PPI, 
connecting pipes and valves. The test is performed by 



 

 

E4 MANUFACTURING ENGINEERING: Technical Regulations and Metrological Support 

 

external inspection at the selected value of the test flow 
and pressure at the outlet of the PPI not less than 0.1 MPa. 

Tests during a trial by testing installations based on 
meters with a piston stop are carried out as follows. Water 
is fed into the meter from below. The storage tank’s 
capacity exceeds not less than (1.2–1.5) times the 
maximum capacity of the PPI to be verified. 

Check the KE valve manually from the control unit by 
closing and opening it several times. The test is considered 
to have passed if the valve has to close again when the 
piston approaches the second detector. Since our 
installation is two-way, the above operations are 
performed while moving the piston in the opposite 
direction. 

Determining the capacity of PPI, reduced to normal 
conditions (temperature 20 °C, absolute pressure 
101.3 kPa). For two-way PPI, the capacity is determined 
separately for each direction of movement of the piston. 

For an experimental PPI with two pairs of detectors, the 
capacity is determined by each pair of detectors. 

The temperature (pressure) at the inlet and outlet is 
equal to the average value of the two measurements - after 
opening the valve and closing it. The difference between 
the readings of the thermometers at the inlet and outlet of 
the PPI should not exceed 0.2 °C. Using thermometers and 
manometers with visual reading allows it to record the 
temperature and pressure once during the piston’s passage. 

Choose the capacity of the meter based on the capacity 
of the PPI, which is verified, so that when measuring the 
volume of water, get the smallest integer number of fillings 
of the meter. It is allowed to use meters of different 
capacities. If the meter has a scale on the neck, pre-
determine the amount of water to be poured so that the 
water level was within the scale in all measurements. Pour 
a certain amount of water into the meter from the storage 
tank. If the meter does not have a scale, it is filled to the 
mark of nominal capacity. 

When verifying the bilateral PPI, the above operations 
are performed in the direction of piston’s movement. 

After passing the piston of the calibrated area in one 
direction and taking measurements, open the valves and 
move the piston further to the receiving chamber, then 
change the direction of movement. 

Determine the capacity of the PPI under test conditions 
using a meter according to formula: 
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The value of PPI capacity under standard conditions: 

  o tpмV V K= 
 (4) 

where Ktpm – the value of the coefficient taking into 
account the temperature and water pressure on the PPI tank 
and the volume of water in the PPI: 

р
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E S
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where β – the coefficient of volumetric expansion of the 
fluid; aТ – coefficient of linear expansion of PPI wall 
material; aМ – the coefficient of linear expansion of the 
material of the meter; F – the coefficient of compressibility 
of the liquid, 1/MPa; Ру – average pressure in PPI for one 
measurement, MPa; D – inner diameter of the calibrated 
section of PPI, mm; Е – modulus of elasticity of PPI wall 
material, MPa; S – PPI wall thickness, mm. 

The standard deviation of the random component of the 
error is determined by the formula: 

 

  
2

1

( )
100

( ) ,
1

n

oi oo
i

o

o

V V

S
n V

=

−
 = 

−

  (7) 

where 1

n

oi

i
o

V

V
n

==


. 

Must comply with the condition: S0 ≤ 0.015% – for PPI 
of the 1st category; S0 ≤ 0.030% – for PPI of the 2nd 
category. 

 
4 Results 

As a result of research, the method of calibration of 
MK.RU.ХХ.0ХХ: 2021 “Metrology. Gage pipe-piston 
installations. Calibration Method”, which applies to PPI 
type 550-64-40, which corresponds to the operating 
documentation on them and establishes the content and 
procedure for their calibration. If this technique is used to 
calibrate other installations according to the customer's 
special requirements (at certain points in the range, in 
special operating conditions), it is necessary to assess its 
suitability. 

As the State Enterprise implemented the proposed 
methodology “Sumy Regional Scientific and Production 
Center for Standardization, Metrology and Certification”, 
this section provides the content of the methodology and 
the main scientific results. 

When using the proposed method, there is a 
requirement to use the following documents: instructions 
for operation of the installation to be calibrated; guidelines 
for the operation of gages and ancillary equipment used in 
the calibration of the installation; standards of calibration 
of standards, and instructions on labor protection. 

The following operations must be done during 
calibration: (1) external review, (2) functional check, (3) 
definition of metrological characteristics, (4) estimation of 
measurement uncertainties, (5) establish traceability of 
measurements, (6) registration of calibration results. 

Estimating measurement uncertainties during 
installation calibration is carried out according to the 
requirements of EА 4/02. 

To build a model equation, it is necessary to identify the 
primary sources of uncertainty in measuring the volume of 
liquid by installations Vi. After considering these sources, 
the model equation will take the form: 
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 ,i o e d o sV V = +  +  +  +  +   (8) 
 

where 
o

V  – data from the gauge; 
e

  – component due 

to the expanded uncertainty of the standard; 
d

 – 

component due to the drift of metrological characteristics of 
the standard; 

o
  – components due to the error of reading 

the readings of the installation and the standard operator; 

s
  – component due to the influence of random factors; 


  

– component due to fluid flowing through the seal of the 
sphere. 

Extended uncertainty Ue of the standard is indicated in 
the certificate (certificate) of calibration of the gauge 
together with the value of the coverage factor k  (k = 2). 
The uncertainty component of the standard, which is taken 
into account in the budget of uncertainties ue, is estimated 
by the formula: 

 e
e

U
u

k
=  (9) 

Extended uncertainty ud, due to the drift of metrological 
characteristics of the gauge, is estimated by the formula 
(type B, uniform distribution law): 
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where мV  – change of metrological characteristic of the 
gauge (meter) for the previous inter-calibration interval Т; 

∆τ – the time interval that has elapsed since the last 
calibration. 

The component of uncertainty due to the accuracy of 
reading impressions uo is equal to (type B, uniform 
distribution law): 
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where m – the share of the scale division that distinguishes 
the operator (m = 2 for digital indicators). 

To estimate the uncertainty of the measurement due to 
the contribution of random factors, n repeated 
measurements of the value must be performed by the same 
verifier under the same conditions, the results of which we 
obtain a statistical estimate of the standard deviation: 
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The number of repeated measurements must be at least 
three. 

To assess the measurement’s uncertainty due to fluid 
flow through the installation's seals, perform the 
operations described in p. 6.4 P81 / 24.99 and determine 
the relative deviation of the capacity of the installation 
Δпр. 

Given the normal distribution law, the measurement 
uncertainty due to fluid flows through the seals of the 
installation uv, estimated by the formula: 

 
2
np

vu


=  (13) 

The sources of uncertainty are independent of each 
other, so the values of the correlation coefficients are zero. 

The uncertainty budget method requires to be made as 
shown in Table 1. 

Table 1 – Calculation results 

Input 
value 

Estimation 
of input 
value 

Standard 
uncertainty 

Probability 
distribution 

Coef-
ficient of 
influence 

Contri-
bution to 

uncertainty 

Vо X,XXX us Normal Cs Cs·us 

Δe 0 ue Normal Ce Ce·ue 

Δd 0 ud Uniform Cd Cd·ud 

Δo 0 uo Uniform Co Co·uo 

Δυ 0 uυ Normal Cv Cv·uv 

Initial 
value 

Estimation 
of the 
initial 
value 

Standard 
total 

uncer-
tainty 

Confi-
dential 

confidence 

Cove-
rage 
ratio 

Advanced 
uncertainty 

Vі Y,YYY u(V) = 

р =  k = U(V) = 
Deviation of installation 

readings 
∆V =  

 
The formula calculates the total standard measurement 

uncertainty when calibrating the installation: 
 ( ) 2 2 2 2 2( ) ( ) ( ) ( ) ( )e e d d o o s su V C u C u C u C u C u =  +  +  +  +   (14) 

The formula estimates the expanded uncertainty for the 
confidence interval: 
 ( ) ( ),VukVU =  (15) 

where k – coverage ratio with р=0,95. 

The formula estimates the relative extended 
uncertainty: 

 ( ) 100
)(
=

i
V

VU
vU

  (16) 

The deviation of the value of the capacity of the 
installation from the value obtained during the pre-
calibration will be estimated by the formula: 

 

 
0VVV пр −=  (17) 

The calibration technique also establishes requirements 
for the traceability of measurements and registration of 
their results. The requirements for establishing the 
recommended inter-calibration interval are also specified. 

5 Conclusions 

Based on the conducted research for carrying out 
control of the definition of indicators of expense and 
metrological characteristics and verification of means of 
measurements of volume and weight on a place of 
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operation without disturbance of process of the account of 
a working product that in the majority of measurements. 

It is established that there are currently no 
methodological documents regulating the calibration 
procedure of these working standards. 

The result of the work is the proposed Calibration 
technique “Metrology. Installations are standard pipe-
piston. Calibration technique”. Implementing this 
technique allows you to control the metrological 
characteristics directly on site without disrupting the 
accounting process of the working product and increase 
the efficiency of PPI by increasing the reliability of 
measurements and ensuring repeatability. 

6 Acknowledgments 

The scientific results have been partially obtained 
within the research project “Ful-fillment of tasks of the 
perspective plan of development of a scientific direction 
“Technical sciences” Sumy State University” ordered by 
the Ministry of Education and Science of Ukraine (State 
Reg. No. 0121U112684). 

The research was partially supported by the Research 
and Educational Center for Industrial Engineering (Sumy 
State University) and International Association for 
Technological Development and Innovations. 

 

References 

1. Tai, B., Stephenson, D., Shih, A. (2011). Improvement of surface flatness in face milling based on 3-D holographic laser 
metrology. International Journal of Machine Tools & Manufacture, Vol. 51(6), pp. 483–490. doi: 
10.1016/j.ijmachtools.2011.02.006. 

2. Wu, W.G, Yu, Q.X., Chang, X., Pang, S.Q. (2004) Design Theory and Experiment of the Step Face Milling Cutter Based on Free 
Cutting. Advances in Grinding and Abrasive Processes, Vol. 259–2, pp. 132–136. doi: 10.4028/www.scientific.net/KEM.259-
260.132 

3. Ramakrishnan, S., Wysk, R. (2002) Optimization of The Length of Travel in Face Milling Operations for Flat Surfaces. 
Transactions of The North American Manufacturing Research Institute of SME, Vol. XXX, pp. 431–438.  

4. Hadad, M., Ramezani, M. (2016) Modeling and analysis of a novel approach in machining and structuring of flat surfaces using 
face milling process. International Journal of Machine Tools and Manufacture, Vol. 05, pp. 32–44. doi: 
10.1016/j.ijmachtools.2016.03.005 

5. Ivanov, V., Dehtiarov, I., Pavlenko, I., Kosov, M., Hatala, M. (2020) Technological assurance and features of fork-type parts 
machining. Advances in Design, Simulation and Manufacturing II. DSMIE 2019. Lecture Notes in Mechanical Engineering, pp. 
114–125. doi: 10.1007/978-3-030-22365-6_12 

6. Taurit, G.E. (1981) Machining Large Parts. Tekhnika. 
7. Kushnirov, P., Zhyhylii, D., Ivchenko, O., Yevtukhov, A., Dynnyk, O. (2020) Investigation of the dynamic state of adjustable 

milling heads. Advances in Design, Simulation and Manufacturing II. DSMIE 2019. Lecture Notes in Mechanical Engineering, 

Vol. II, pp. 169–179. doi: 10.1007/978-3-030-22365-6_17 
8. Ivanov, V., Dehtiarov, I., Pavlenko, I., Kosov, I., Kosov, M. (2019) Technology for complex parts machining in multiproduct 

manufacturing. Management and Production Engineering Review, Vol. 10(2), pp. 25–36. doi: 10.24425/mper.2019.129566 
9. Ivanov, V., Dehtiarov, I., Zaloga, V., Kosov, I., Savchuk, V. (2020) Increasing Productivity of Connecting Rods Machining. In: 

Ivanov, V., Trojanowska, J., Pavlenko, I., Zajac, J., Peraković, D. (eds) Advances in Design, Simulation and Manufacturing III. 

DSMIE 2020. Lecture Notes in Mechanical Engineering, Vol. III, pp. 264–275. doi: 10.1007/978-3-030-50794-7_26  
10. Hlembotska, L., Melnychuk, P., Balytska, N., Melnyk, O. (2018) Modelling the loading of the nose-free cutting edges of face mill 

with a spiral–stepped arrangement of inserts. Eastern Eur. J. Enterp. Technol, Vol. 1(91), pp. 46–54. 
11. Lishchenko, N. V., Larshin, V. P., Pitel, J. (2020) Vibrational impact on milled surface irregularities. Journal of Engineering 

Sciences, Vol. 7(1), pp. A8–A16. doi: 10.21272/jes.2020.7(1).a2 
12. Permyakov, A., Dobrotvorskiy, S., Dobrovolska, L., et al. (2019) Computer modelling application for predicting of the passing of 

the high-speed milling machining hardened steel. In: Ivanov, V., et al. (eds.) Advances in Design, Simulation and Manufacturing. 

DSMIE-2018. Lecture Notes in Mechanical Engineering, pp. 135–145. doi:10.1007/978-3-319-93587-4_15 
13. Klimenko, S. (2017) Improvement of performance of finishing of details with a cutting tool. J. Zhytomyr State Technol. Univ Vol. 

2(88), pp. 56–66. 
14. Ivanov, V., Pavlenko, I. (2017) Comprehensive analysis of the mechanical system system “fixture–workpiece”. Journal of 

Engineering Science, Vol. 4(1), pp. A1–A10. 
15. Ivanov, V. (2018) Process-Oriented Approach to Fixture Design. In: Ivanov, V. et al. (eds) Advances in Design, Simulation and 

Manufacturing. DSMIE 2018. Lecture Notes in Mechanical Engineering, pp. 42–50. Springer, Cham. doi: 10.1007/978-3-319-
93587-4_5. 

16. Coromant, S.: Cutter path and chip formation in milling, https://www.sandvik.coromant.com/en-
gb/knowledge/milling/pages/cutter-path-and-chip-formation.aspx, last accessed 15/05/2021. 

https://www.scopus.com/authid/detail.uri?authorId=55769747343
https://www.scopus.com/authid/detail.uri?authorId=57192084069
https://www.scopus.com/authid/detail.uri?authorId=6505763698
https://www.scopus.com/authid/detail.uri?authorId=57211411088
https://www.scopus.com/authid/detail.uri?authorId=57201647630
https://www.scopus.com/authid/detail.uri?authorId=57192084069#disabled


 

Journal of Engineering Sciences, Volume 9, Issue 2 (2022), pp. B7-B16 B7 

 

JOURNAL OF ENGINEERING SCIENCES 

Volume 9, Issue 2 (2022) 

 

Majewski A., Merkisz-Guranowska A., Czarnota K. (2022). Flow management of first-time 

orders: a dental office case study. Journal of Engineering Sciences, Vol. 9(2), pp. B7-B16, doi: 

10.21272/jes.2022.9(2).b2  

Flow Management of First-Time Orders: A Dental Office Case Study 

Majewski A.1, Merkisz-Guranowska A.2[0000-0003-2039-1806], Czarnota K.3 

1 Analyst, Trainer at Oboda Consulting & Training Group, 5C/159, Kazimierza Wielkiego St., 61-863 Krakow, Poland;  
2 Faculty of Civil and Transport Engineering, Institute of Transport, Poznan University of Technology, 60-965 Poznan, Poland;  

3 Individual Dental Practice Kinga Czarnota, 66-400 Gorzów Wielkopolski, Poland 

Article info: 

Submitted: 
Accepted for publication: 
Available online: 

 
September 19, 2022 
December 8, 2022 
December 12, 2022 

*Corresponding email: 

agnieszka.merkisz-guranowska@put.poznan.pl 

Abstract. The article presents the importance of managing the flow of first-time patients in a dental practice. Three 
main areas of difference between the popular linear model of dental office operation on the market and the author’s 
model of an integrated multi-specialist dental team were analyzed. Performance indicators for working with first-time 
patients illustrating the ability to manage the flow of patients in the office, communicate with patients, build patient 
awareness of oral health conditions, and harness patients’ potential for treatment are presented and discussed. It was 
proven that with the fuller utilization of patients’ potential for treatment, a noticeable effect is a simultaneous increase 
in the profitability of the dental practice, which, with an entirely ethical process based solely on diagnosed dental 
problems, makes both profitable. 

Keywords: quality assessment, performance measure, efficiency level, flow management, performance indicators. 

1 Introduction 

Management is the deliberate making, by selected 
individuals, of decisions and actions leading to the 
achievement of set goals using available methods. 

Management is directing external resources and tasks 
not personally but through others [1]. In the case of treating 
first-time patients, external resources include the potential 
for treatment in these patients. And these services of 
external should, and even need to be managed. Flow 
Management serves to achieve the overriding purpose in 
the dental practice of restoring the patient’s oral health and 
is accomplished by managing the flow of patients, creating 
opportunities for access to resources held by the recipient 
of the medical service, and making optimal use of internal 
resources, which are the available working hours of 
dentists. Employees play crucial in the realization of these 
points. Knowing and understanding the whole process, 
seeing the so-called big picture, have a sense of good work 
organization, belonging to a collective task, in which they 
have a significant part, a real influence on its course, and 
thus a sense of agency. This eliminates and prevents the 
effect of focusing solely on that task. In a dental office, no 
tasks are disconnected; one always follows the other. Flow 
management supports seemingly separated activities as an 
integrated process united by tasks, in which some activities 

influence and get feedback from others. When considering 
the flow process of first-time patients, the author relied on 
his research supplemented by analysis and interpretation 
of indicators of the functioning of the dental practices 
surveyed. 

A first-time patient is often referred to as a person 
receiving services for the first time at a particular office. It 
is permissible to use an additional identification, in which 
first-time patients are also treated, those patients who, for 
various reasons, have interrupted the treatment they started 
and for at least the last four years have not used the services 
of the practice. Their oral health situation has most likely 
changed significantly, and previous diagnoses and 
recommendations have become obsolete. In building a 
competitive advantage in the market for medical services, 
dental office managers, in addition to striving for the 
highest quality of medical services and reducing costs, 
look for methods to improve their position in the market 
competition, leading to a steady increase in the number of 
patients served and change in the structure of the 
procedures performed to more complex and higher-value 
ones. Managers usually undertake promotional activities 
to differentiate the practice and attract more first-time 
patients. At the same time, they focus on managing 
medical factors, i.e., purchasing modern dental equipment, 
using high-quality dental materials, and introducing 

mailto:agnieszka.merkisz-guranowska@put.poznan.pl
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innovative medical methods and procedures. With the 
equalization of access to specialized medical equipment, 
the increase in ease of movement around the world in the 
wake of globalization, the ability to attend foreign 
conferences, rapid access to the latest scientific 
discoveries, and the development of the Internet instant 
flow of information and the possibility of online 
consultations with other specialists, the previous factors 
determining the market position of the practice have lost 
their value. Meaningful differences in access to knowledge 
and equipment have blurred and are no longer crucial to 
distinguishing a practice in the market for medical 
services. The increase in the number of medical entities 
has led to an increase in the number of practice managers 
looking for new areas and tools to build a practice’s 
competitive position in the dental services market. 

2 Literature Review 

While Stankiewicz calls competition a phenomenon 
whose participants compete in pursuit of similar purposes 
[2], Adamkiewicz-Drwiłło also calls the ability to create 
development trends, increase productivity and expand 
markets [3]. In the market for dental services, competition 
mostly means competition in reaching new patients, but it 
is also less common competition for the scope of treatment 
undertaken by patients. 

According to Drucker, the moment when a manager can 
identify emerging opportunities in his environment will 
occur when he realizes his values and the advantage he can 
achieve through them [4]. The publication highlights the 
critical opportunity presented by properly leveraging first-
time patientsє role in building a dental practice’s 
competitive advantage in the marketplace. 

Creating a relationship with a new patient in practice by 
forging a pathway for them to move between specialists 
enables them to completely restore their oral health and 
thus benefit from a broader range of treatment, and after 
treatment is completed, maintaining a lasting relationship 
between the patient with the hygiene practice and, as a 
result, increase the number of recommendations given by 
the patient and increase his satisfaction level. 

Curing the patient is the primary objective of dental 
teams built based on skills and qualifications, which 
Kopalinski, according to the literature, defines as 
education, aptitude, and preparation for the profession [5]. 
It remains indisputable that a doctor’s medical expertise is 
the basis of his work with patients, and the quality of the 
medical procedures used is the most essential medical 
factor affecting patient satisfaction with treatment. 

Simultaneously, it is worth noting that skillful planning 
and supervision of the patient’s flow in the office increases 
the likelihood of completing biological treatment and 
allows for building his readiness for prosthetic treatment 
and changes in the aesthetics of the smile [6]. 

Many currently managing dental offices fail to see the 
opportunities that come with more fully utilizing the 
potential to treat patients and focus only on attracting new 
patients for treatment. 

A study led by Min-Gyeong attempted to identify 
factors influencing patients’ intention to use the same 
dental office again [7]. 

A similar narrative was taken by Park et al., who last 
year published the results of a study in which they focused 
on finding factors that cause patients to visit again in dental 
offices, which can ultimately affect the profitability of 
medical facilities [8]. 

Both studies did not pay enough attention to how the 
practice’s revenue is affected by the use of capacity to treat 
first-time patients and the change in the number of 
procedures performed during a single patient visit to the 
dental office. 

3 Research Methodology 

3.1 A linear mathematical model 

According to our observations and audit surveys of 
dental practices, a linear model of dental office operation 
dominates the market for dental services. Its main feature 
is the realization of the patient’s treatment by a single 
dentist. Such a linear type of structure Foltyn defined as 
classic centralized [9]. 

In this model, all examinations, medical procedures, 
and treatments for a single patient are carried out by a 
dentist, to whom a dental receptionist refers the patient, 
and to whom the patient is then made all subsequent 
appointments and comprehensively treated by him. This 
makes it so that one dentist performs treatments from areas 
of different specialties. The patient is referred for 
specialized treatments and consultations to other dentists 
only in extreme cases involving the risk of permanent 
damage to health or following the need for medical 
procedures beyond the medical knowledge and skills of the 
treating the patient. 

This is partly a consequence of the standard method of 
accounting for doctors’ cooperation with the dental 
practice's owner. It is based on a percentage commission 
fee on the value of each procedure performed. And is 
mainly due to historical tinctures in terms of one doctor's 
management of the patient in the treatment process, and 
the fear of transferring the treatment to another specialist 
with remuneration for future procedures. Such an 
arrangement results in the patient being treated by a single 
stomatologist and limits patient access to doctors of 
different specialties. 

Figure 1 shows the handling of a first-time patient in a 
linear model, in which this one is signed up for an 
appointment with the first available dentist. 

He or she is treated to the extent requested by the 
patient, without the doctor attempting to discuss any 
remaining dental problems that the patient did not know 
about before the appointment. This is often due to fear of 
the risk of equating the dentist with a salesman who offers 
the patient solutions that the patient does not need. This is 
because an important awareness-building stage is skipped, 
and the patient is moved to the stage of proposing 
solutions. 
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Figure 1 - A linear flow management model 

It makes the patient, not understanding the risk and 
impact of periodontal disease on the health of the entire 
body, consider the solutions as unnecessary. 

Communication with the patient, which skips the stages 
leading to acceptance of the treatment plan, results in 
narrowing the scope  of  treatments  provided  in  the  dental  

office and indirectly jeopardizes the patient’s health by 
influencing the patient to remain unaware of the current 
state of his oral health [6]. 

3.2 An integrated model 

Competing with the linear model is the integrated model 
of the multi-specialty team.  

In this model, not only is the patient’s flow controlled 
at every stage of his contact with the dental office but also 
the way of thinking about the treatment process is 
different, which, in addition to the mission behind the idea 
of helping the sick. It does not exclude the conduct of 
medical activities inseparable from the sale of medical 
services. In dentistry, there are no classical sales. The 
dentist and the medical team do not focus on creating 
patient needs that did not exist before. Sales in this model 
are not made by offering patients additional treatments or 
services. 

It follows the process of building patients’ awareness of 
their current dental problems and possible medical 
procedures and solutions. With these, it will be possible to 
restore oral health completely. The integrated model for 
managing patient services in a multi-specialty dental office 
is shown in Figure 2. 

It assumes that the treatment process is carried out with 
the full participation of the team’s medical potential. Each 
dentist is characterized by a different skill level in building 
motivation for treatment in the patient’s consciousness. 

There are differences between them in their ability to 
skillfully lead conversations that create a patient’s vision 
of a possible final health and aesthetic outcome. 

 

Figure 2 - An integrated model 
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It depends on dentist’s interpersonal skills. Most often, 
the first of the dental practice is the dentist owner who 
defines and begins the introduction and what’s more, is 
also the person the most involved in the process and 
focused on practical implementation. He performs a 
comprehensive oral health examination and conducts 
discussions with patients, during which mechanisms are 
set in motion to motivate them to start, continue and 
complete treatment. 

Due to the highest level of soft skills and abilities of a 
doctor to talk to patients, he realizes his main task - to 
handle first-time patients and patients with irregular visits 
who have not yet opted for treatment leading to the 
restoration of total oral health. The introductory doctor 
creates a comprehensive treatment plan, which he presents 
and discusses in detail with the patient. 

The patient is then coordinated by the introductory 
doctor of dental, who plans the course of treatment in the 
dental office and directs the flow and sequence of the 
patient’s visits with subsequent specialists required to fully 

restore oral health or achieve the desired aesthetics of the 
smile. 

When creating the plan, he consults substantively with 
the other specialists on the team. Upon the doctor’s 
recommendation, the first-time patient benefits from a 
hygienization procedure, thus reducing the risk of a dental 
problem going undiagnosed due to being obscured by 
sediment or tartar. 

3.3 Experimental studies 

In one case in the survey, the author asked patients how 
much influence a recommendation given to a patient by a 
doctor has on their decision to use the services of a hygiene 
office. 

The question was constructed as a single-choice option 
on a scale of 1 to 5, with a score of 1 indicating the most 
negligible influence and five showing the most significant 
impact. A total of 262 respondents from a group of 343 
patients gave the highest rating of 5 or 4. 

The percentage distribution of responses is shown in 
Figure 3. 

 
Figure 3 - Distribution of responses 

The highest ratings from the surveyed groups were 
given by hygienists, whose work is primarily derived from 
recommendations provided by doctors and are fully aware 
of their influence on patients’ choice of services at the 
hygiene office. 

The answers given show the relevance of the measures 
taken by doctors in this regard. The dentist’s omission of 
the hygiene stage when discussing the course of health 
restoration excludes it from the comprehensive treatment 
process.  

During treatment, according to the multi-specialty team 
model, the patient for the next stage of treatment goes to 
dentists who focus exclusively on treatments directly 
related to their specialty. The patient is scheduled for 
consecutive appointments, a planned sequence of 
treatments carried out by doctors with the most significant 
expertise and experience in a particular field. In this model, 
assigning individual treatment stages to doctors who 
specialize in a specific area of dentistry allows them to 
focus their ongoing work on their chosen area of treatment 
and develop their medical skills. In this way, they reduce 
the time required to perform procedures while continuing 

to strive for an expert level in their specialty. In addition to 
the obvious benefit to patients, who gain access to 
specialized medical care, there is also an advantage that 
dental practitioners, and dental implantologists, gain from 
this model. 

Thanks to the multi-specialty team model, they gain 
access to patients who are determined to receive implants. 
They can put their theoretical knowledge into practice and 
continue to hone their skills. After each stage of treatment 
is completed, the patient returns to the introductory doctor, 
who holistically guides the process, acting as a source of 
medical information and maintaining a constant level of 
patient motivation for further treatment. 

4 Results 

4.1 Comparison of the developed models 

In terms of first-time handling patients, there are three 
key areas of activity that differentiate the linear model 
from the integrated multi-specialty team model: managing 
the flow of patients, building patients’ awareness of their 
current dental problems and the consequences of negligent 
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treatment and possible solutions; performing more 
treatments during a single visit. 

The use of the chosen model follows the decisions of 
the managers. A linear model of dental office operation 
based on the constant acquisition of first-time patients can 
effectively operate in the market. This is because some 
patients expect to start treatment immediately and focus 
exclusively on solving the current problem through 
symptomatic treatment. However, in this model, ensuring 
the continuous purchase of new patients requires 
constantly undertaking expensive promotional activities. 
This often entails managers accepting lower profitability 
for the practice or charging above-market prices for 
services. Meanwhile, the multi-specialty model involves 
building a lasting relationship with patients and treating 
patients in a broader range than the original one. It is a less 
costly tool, as it relies primarily on the ability of the 
introductory doctor to build patient motivation for 
treatment and coordinate the implementation of the 
process of treatment. 

In the first area of difference between the models related 
to referring first-time patients for a comprehensive 
examination before treatment. It should be noted that a 
patient who does not experience pain most of the time is 
unaware of his dental problems. He does not undertake 
treatment in this area because he does not know that it is 
required. A study conducted by  

Suchodolski shows that of 100 teeth with inflammatory 
lesions, 95 remain asymptomatic [10]. Diagnosis of health 
problems is possible when a comprehensive oral diagnosis 
is performed. For there to be an opportunity to do a dental 
check-up and build his awareness of the current state of 
oral health, it is necessary to control the patient’s flow in 
the dental office and arrange by registration first for an 
appointment during which such a comprehensive oral 
examination will be performed. Except in situations where 
the symptom is severe pain disabling cognitive processes, 
a first-time patient should always be scheduled by dental 
registration for a visit during which a comprehensive 
examination will be performed in the first part of the visit, 
and treatment will be provided in the second part of the 
meeting to the extent expected by the patient. 

When a first-time patient is reported to be in pain, the 
dental registration clerk arranges an emergency visit with 
one of the available conservative dentists. Since this is an 
unscheduled visit, it is short and takes place between 
treatments or as the last visit. The main purpose of this visit 
is to relieve pain, apply a dressing and refer the patient to 
the registrar, with whom he will schedule a scheduled 
treatment appointment. Suppose the doctor performing the 
interventional procedure is not also the introductory 
doctor. In that case, he only initiates a conversation about 
performing a detailed oral examination and the knowledge 
that the patient will receive as a result. Once the dressing 
has been applied, the doctor directs the patient to the 
registration desk to schedule a scheduled visit. At that 
point, the registration staff initiates discussions about the 
patient's participation in the visit, during which a 
comprehensive oral examination will be performed, 

followed by hygienization for complete access to 
information about the current state of the teeth. 

Interestingly, in the linear model, where no patient flow 
control is used, patients are not ultimately dissatisfied with 
the service and treatment. Patients unaware of their 
existing dental problems receive treatment to the extent 
they come to the dental office. They get what they expect, 
so their satisfaction remains high because when evaluating 
the office, according to Rudawska, the patient also 
considers the relationship that connects him with the 
doctor and verifies it with previous expectations [11]. 
Therefore, it remains to be determined which of the 
activities was performed incorrectly since patients and all 
participating dental office employees and doctors believe 
that everything was completed correctly. Performing a 
comprehensive examination opens up the prospect of 
treatment while directing the patient according to his 
expectation, and making only an appointment during 
which treatment will be processed prevents the doctor 
from having  

a conversation that builds his understanding of the 
nature and direction of further treatment. The 
interventional-only treatment leaves the patient unaware of 
the current situation in the oral cavity, exposes him to 
possible complications in the future, and reduces the 
chance of maintaining his teeth for life. 

The conventional approach to the dental registrar’s 
tasks is understood as enrolling for treatment those who 
contact the dental practice and are determined to make an 
appointment, providing face-to-face service to those who 
come to the medical facility, and billing payment for 
treatments. In the integrated model, the dental registration 
staff, who do not take active steps to acquire new patients 
on their own as the front line of patient contact, participate 
in selling the practice’s services in the full sense of the 
word. This is because dental receptionists sell patients the 
time in the dentist’s office, during which they will have 
access to the doctor’s expertise. The way that this process 
takes place determines how many patients will receive the 
dentist’s specialized care. When we are looking for an 
answer to the question of how to increase the profitability 
and efficiency of a dental practice, a range of possibilities 
can be pointed out to managers. These include defining 
and focusing on the extension of services with the most 
significant economic justification, reorganizing the flow of 
patients between specialists, actively acquiring patients via 
the Internet, developing the number of procedures 
performed during a single visit, changing the structure of 
the work performed, changing the scope of activities of the 
patient’s caregiver, and using tools related to pricing. 
These measures can only be effective if the patient comes 
to the appointment. It should be known that this will not 
happen if contact with the dental practice is ineffective at 
the registration level. When listing the qualities and 
competencies that a good dental receptionist clerk should 
have (friendly, courteous, professional, able to recommend 
a dentist to patients and answer all incoming calls), 
managers rarely point to the overriding competency of 
professional phone service, which is the ability to sign up 
a new patient for an appointment, especially for a 
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comprehensive oral health check. All first-time patients, 
regardless of whether they are enrolled by registration for 
a comprehensive oral examination or, outside the 
established procedure, directly for treatment, are made an 
appointment with an introductory dentist for a visit on one 
of the days in the medical calendar reserved for first-time 
handling patients. An exception is made for visits by first-
time patients with severe pain. The doctor does not 
perform a comprehensive oral examination during such a 
visit but afterward presents the patient with the resulting 
benefits and offers to perform it at the next visit.  

The second area of difference between the models 
involves building patient awareness of their current dental 
problems, the consequences of negligent treatment, and 
possible solutions. In the linear model of dental office 
management, communication with the patient is carried 
out in terms of providing baseline information to questions 
asked by patients and meeting verbalized needs. The zone 
of expectations, which the patient does not indicate as 
important, remains outside the interest of the staff. What’s 
more, in dental offices working in the linear model, there 
is a lack of interest on the part of the staff in scheduling 
another appointment if the patient has not asked for it 
himself. The patient service standards currently used in 
dental offices focus on implementing procedures and 
clearly presenting patient expectations rather than 
performing anticipatory measures that increase the level of 
care shown to the patient by the staff throughout the 
treatment process. 

Meanwhile, in the integrated model, the dentist’s tasks, 
in addition to treatment, also include providing patients 
with information related to health-promoting prevention 
and explaining the consequences of neglecting to maintain 
oral hygiene on the entire body’s health. Our research 
shows that 91 % of patients expect their doctor to motivate 
them to continue treatment, 7 % have no opinion on this, 
and only about 1.5 % do not want to be motivated. The 
average patient’s decisions on treatment methods for 
objective reasons cannot be based on his medical 
knowledge because he does not have it. For this reason, 
there is a need for a dentist to recommend solutions. There 
is, therefore, a parallel space for educational activities and 
the expectation of their fulfillment by the dentist. Another 
difference is the location of leading the conversation with 
the patient. As in the case of gynecological examinations, 
the conversation should not occur while the patient is on 
the dental unit, although this is common practice in the 
linear model. This is different in the integrated model, 
where the best place to have a conversation about the range 
of treatment, prognosis for a cure, and possible solutions 
is in the space where the patient is outside the immediate 
environment of the dental chair. In the integrated model, 
additional emphasis is placed on creating the right 
technical conditions to enable effective two-way 
communication. 

If the layout of the furniture in the room allows it, the 
conversation between the doctor with the patient should be 
conducted at a desk or a table. The dental unit is not an 
appropriate place for a conversation that opens the patient 

to solutions, as many people with pain and lack of comfort 
associate it. 

The literature [12] points out that inadequate 
communication between doctor and patient can harm the 
patient’s health. However, the transmission of a message 
and the patient’s understanding of its content is not the 
same as the activation of processes in which they will 
decide about treatment. For this reason, effective 
communication should be considered, one after which the 
patient will follow the doctor’s medical recommendations, 
not just understand the content he or she is conveying. This 
means viewing communication with the patient as a 
process of constructing consciousness and motivation for 
treatment regarding his current dental problems and 
building his awareness of the negative consequences of 
neglecting treatment. Communication should be focused 
on creating a negative emotional status in the patient that 
will result in his ability to act and continue the treatment 
process. 

As Shah notes, poor health awareness is associated with 
a higher risk of life-limiting diseases for patients, and 
practitioner-level health consciousness interventions can 
positively impact health behaviors and health outcomes in 
individuals with low levels of health care knowledge [13]. 
Building a patient’s willingness to apply medical solutions 
enables the patient to be fully healed and thus creates space 
for the dentist to put his medical knowledge into practice, 
continue to develop his skills, and further gain professional 
experience. A patient who understands the consequences 
of stopping treatment and the causes and consequences of 
the development of periodontal disease, including their 
negative impact on the entire body, acquires an openness 
to treatment. Then the prices of the medical therapies cease 
to be of primary importance and do not block his health 
care decision. 

Area three of the differences between the models relates 
to the approach to the number of procedures performed per 
visit. Increasing this number affects the efficiency of the 
process by reducing the daily number of patients served, 
fewer required room disinfection and preparation of 
instrument sets and materials dedicated to each patient, and 
fewer non-medical processes related to billing for 
payments for procedures and scheduling visits in doctors’ 
calendars. Also, from the patient's point of view, 
performing several procedures during a single visit makes 
economic sense. It involves a reduction in the time needed 
for commuting, returning, and parking, as well as the fees 
associated with them, and most importantly, it reduces 
treatment time. Treating adjacent teeth allows for a single 
dose of anesthesia, which is essential for patients with an 
aversion to injections. The dental receptionist can use all 
these arguments when scheduling a visit with a patient and 
recommending that the patient be explicitly enrolled for a 
visit during which more extensive treatment will be 
provided. 

Concerns have been encountered among dentists and 
managers about the advisability of performing several 
procedures during a single visit. Information gathered 
from those who use this method of making appointments 
confirms that these fears are unfounded. Implementing this 
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solution benefits practice owners, the patient, and the 
doctor. It reduces nervousness in the waiting room and 
reduces the likelihood of delays in the punctuality of 
starting appointments. Significantly from the managers’ 
perspective, it reduces the possibility of situations that 
create unplanned gaps in visit schedules, during which 
dental staff remains idle, continuing to generate costs, and 
dentists have unscheduled, unpaid breaks. Because of this, 
offering patients longer visits, during which a more 
significant number of procedures are performed, makes 
greater use of the time potential of each of the dental units 
available in practice. 

For this process to function correctly, it is necessary to 
apply the principles of a unified message directed to the 
patient. This begins at the registration level when 
proposing such a solution to the patient and continues 
during communication with the dentist. Dental assistants 
also confirm the validity of such a solution during patient 
contact. The statistical patient is not familiar with detailed 
medical and non-medical procedures. He cannot 
accurately assess what is good for him, acts intuitively, and 
expects recommendations. Suppose he receives consistent 
information at each level of the visit about the standard 
used in the office, which includes treatment of several 
teeth in one visit. In that case, he will consider this standard 
binding and follow the recommendations received. 

4.2 Performance indicators 

Based on the analysis of data extracted from 341 
monthly periods from 65 different dental offices, covering 
for a single office a range of at least three consecutive 
months from the period from January 2017 to August 
2022, practice performance indicators were developed to 
measure current states and compare performance between 
team members and offices. Their purpose is added to 
support managers in building conclusions based on 
managerial decisions. They allow compiling the results of 
analyzed people and processes in a way that generates a 
response presented as a percentage or quantifiable 
numerical value. 

To make it possible to compare parameters between 
establishments of different sizes, the author of the study 
used indicators depicting the functioning of the dental 
practice concerning a universal unit, for which he took one 
dental unit analyzed over one month. This method of 
converting parameters makes it possible to juxtapose data 

from offices of different scales of operation by reducing 
them to a common denominator and presenting indicator 
levels in terms of “per dental unit”, also referred to 
interchangeably by the phrase “per dental chair”. In 
addition, clustering and analysis of data from the same 
months in different years were applied. The results allowed 
the construction of average indicators depicting areas 
specific to the operation of the studied offices. 

A wide variety of indicators can measure the evaluation 
of the performance of a dental practice. For effective 
management, the manager must select the key ones that, in 
his opinion, will allow comparing the implementation with 
expectations and often also with the market. One of the 
assessments of the quality of a practice’s, dentist’s, or non-
medical staff’s performance is efficiency, including 
effectiveness in working with first-time patients. The 
performance level indicators assessed the quality of patient 
communication carried out by the dental team. They 
represent the efficiency of the conversations held with the 
patient at the registration stage, the ability of dentists to 
build patient awareness of the current health situation 
leading to the emergence of the patient’s motivation to 
start and continue comprehensive treatment, and the 
doctor’s ability to recommend hygiene treatments to 
patients. 

The first measure from this level is the WUKP indicator 
of “continuation of treatment of first-time patients”, which 
most graphically shows the doctor’s ability to work with 
the patient beyond the dental unit, i.e., the office's ability 
to retain the patient and begin the process of treating him 
comprehensively instead of just treating him 
symptomatically. The dentist’s communication with the 
patient in terms of presenting and discussing their current 
oral health situation is a key moment in which there is an 
opportunity to build patient awareness and stimulate 
motivation to treatment continuation. This indicator 
illustrates the extent to which such conversations are 
effectively held with patients and indicates how first-time 
patients are managed at the practice. It helps determine 
whether the facility is attempting to seek to treat patients 
beyond their initial need or treating only within the 
patient’s reported problems and focused on the constant 
search for new, more first-time patients. This measure can 
be referred to as a “return rate” of new patients or an 
indicator of a patient's “ability to retain” in dental practice. 

To calculate it, the function f (WUKPm) was used: 

𝑓(𝑊𝑈𝐾𝑃𝑚) = 𝑠𝑢𝑚 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑖𝑛𝑔 𝑡𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑚𝑠𝑢𝑚 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠𝑚 · 100 % = ∑ ((𝑀𝑛𝑢𝑛 )𝑚)𝑛𝑛=1𝑛𝑚∑ ((𝐾𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚
· 100 %,   (1) 

where WUKP – the indicator of continuation of 
treatment in first-time patients; u – the number of dental 
units in the office; K – the number of first-time patient 
visits during the period; M – the number of first-time 
patients continuing treatment (minimum 4 visits);  
m – month (from 1 to 12); n – number of data (monthly 
periods). 

It was also assumed, as first-time patients continuing 
treatment, those patients who had a minimum of four 

consecutive office visits within six months of their first-
time visit, regardless of the scope range to which they 
referred and related it to the number of all first-time 
patients of the period. 

The average monthly values of this indicator, calculated 
as the ratio of the number of average monthly follow-ups 
of first-time patients to the monthly number of visits of all 
first-time patients, are shown in Figure 4, where its level is 
illustrated against the number of total patients. 
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The average value of the “continuation of treatment of 
first-time patients" indicator calculated from all the 
periods studied, rather than as an average of monthly 
averages, takes the value at 42 %. The lowest observed 
value of one studied period is 1 %, and the highest is 95 %. 

The indications of this measure do not reflect work with 
the same group of patients since they refer to 
measurements for different time intervals. The information 

on the continuation of treatment occurs in the following six 
months differently than in the case of hygienization or 
examination, which is carried out during or immediately 
after the initial visit. 

An indicator analyzed over a longer period of time can 
be treated as ongoing information that is a consequence of 
previous actions. 

 
Figure 4 - Performance indicators 

The return rate of first-time patients gives feedback to 
doctors about the effectiveness of their non-medical 
activities since it is the dentist, of all those in contact with 
the patient, who has the most significant influence on the 
patient’s decisions to continue treatment. 

The second measure of the efficiency level in managing 
first-time patients is WUBP’s indicator of “comprehensive 
oral health check in first-time patients”. 

It represents the effectiveness of a dental receptionist’s 
work in referring new patients for a comprehensive 
examination rather than referring them directly for 
treatment. Information related to the following can also be 
used to comprehensively assess the effectiveness of dental 
registrars' work related to the number of incoming calls 

answered and responses to uncompleted contact attempts, 
the availability of the dental office to the patient, the time 
spent on telephone or email and social messaging service, 
and the average length of face-to-face calls. All the 
indicators provide the manager with the necessary 
information about the structure and daily activity of 
registration. However, analyzing them in detail, it should 
be emphasized that the most important of them is the 
efficiency in conducting calls that lead to an appointment 
that begins with a comprehensive examination of the 
patient's oral health, and the measure of just this indicator 
is crucial in assessing the registrar’s efficiency. The level 
of this indicator is calculated using the function 
f (WUBPm): 

𝑓(𝑊𝑈𝐵𝑃𝑚) = 𝑠𝑢𝑚 𝑜𝑓 𝑐𝑜𝑚𝑝𝑟𝑒ℎ𝑒𝑛𝑠𝑖𝑣𝑒 𝑜𝑟𝑎𝑙 ℎ𝑒𝑎𝑙𝑡ℎ 𝑐ℎ𝑒𝑐𝑘 𝑖𝑛 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠𝑚𝑠𝑢𝑚 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠𝑚 · 100 % = ∑ ((𝐵𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚∑ ((𝐾𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚
· 100 %,  (2) 

where WUBP – comprehensive oral health check in 
first-time patients; u – number of dental units in the office; 
K – number of first-time patient visits during the period;  
B – number of comprehensive oral health checks in first-
time patients (first-time screening patients); m – month 
(from 1 to 12); n – number of data (monthly periods). 

It suggests the ability of the dental practice to obtain 
comprehensive treatment plans instead of performing only 
interventional treatment. During the period under review, 
it reaches an average value of 51 %, and its smallest value 
is 1.7 %. The value of this indicator close to 100 % 
indicates the dental practice’s use of patient flow 
standards, in which all first-time patients are referred for a 
comprehensive oral diagnosis as part of their first visit. 
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The third performance measure of WUHP’s work with 
first-time patients illustrates the percentage of 
hygienizations performed on first-time patients. Together 
with the “follow-up of first-time patients” indicator and the 
"examinations in first-time patients" indicator, it is shown 
in Figure 4. 

It is related to the management of first-time patients in 
terms of the degree of hygienizations performed. It 
illustrates the dentists’ ability to motivate first-time 
patients to use the hygiene office. 

The function f (WUHPm) is used to calculate it: 

𝑓(𝑊𝑈𝐻𝑃𝑚) = s𝑢𝑚 𝑜𝑓 ℎ𝑦𝑔𝑖𝑒𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠m𝑠𝑢𝑚 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠m · 100 % = ∑ ((𝐻𝑛𝑢𝑛 )𝑚)𝑛𝑛=1𝑛𝑚∑ ((𝐾𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚
· 100 %,  (3) 

where WUHP – an indicator of hygienizations in first-
time patients; u – number of dental units in the office;  
K – number of first-time patients during the period;  
B – number of hygienizations in first-time patients;  
m – month (from 1 to 12); n – number of data (monthly 
periods). 

Its average value is 19 %, with the highest value taken 
in a single period being 61 % and the lowest being 1.2 %. 

The WUWP indicator, which depicts the percentage of 
first-time patient visits in the number of total visits, is used 
to evaluate the potential of the dental office to carry out the 
treatment. The values of the gauge are calculated using the 
function f (WUWPm): 

𝑓(𝑊𝑈𝑊𝑃𝑚) = 𝑠𝑢𝑚 𝑜𝑓 𝑓𝑖𝑟𝑠𝑡 𝑡𝑖𝑚𝑒 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠𝑚𝑠𝑢𝑚 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑡𝑖𝑒𝑛𝑡𝑠𝑚 · 100 % = ∑ ((𝐾𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚∑ ((𝐿𝑛𝑢𝑛)𝑚)𝑛𝑛=1𝑛𝑚
· 100 %,  (4) 

where WUWP – the indicator of the ratio of first-time 
patients to total patients; u – the number of dental units in 
the office; K – the number of first-time patient visits during 
the period; L – the number of total patients during the 

period; m – month (from 1 to 12); n – number of data 
(monthly periods). 

The average monthly level of this indicator is shown in 
Figure 5. 

 
Figure 5 - Ratio of first-time patient visits in total patient visits 

The gauge illustrates the current capacity of the dental 
practice to generate an influx of new patients. It is a 
consequence of the number of referrals by patients because 
of promotional activities aimed at attracting new patients. 

This indicator indirectly depicts the evaluation of the 
dental practice by current patients and the number of 
recommendations they give to their closest and most 
familiar people. It makes it possible to make a preliminary 
prediction of the future number of total patients and first-
time patients by determining trends of change. 

It is the yardstick for evaluating the management model 
chosen in the practice’s management model. Its high 
values indicate a focus on activities attracting many first-
time patients and not taking advantage of their potential for 
treatment. Values below 5 % suggest lower levels of 
patient satisfaction and limited recommendation for dental 
practice. On average, the ratio of first-time patient visits to 
total visits is 12 %, taking an average monthly figure of 25 
new patients per dental unit. This ratio reached 62 % 
among the surveyed facilities and the lowest at 3 %. 
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5 Discussion 

Understanding the interpenetration of processes in the 
dental office seems crucial when using an integrated model 
of first-time patient management, in which the patient 
receives information and recommendations that are 
maintained in the same narrative. There is no discrepancy 
between advice from the dental registration, 
recommendations from the dentist, and information 
provided by the hygienist. The entire team is centered 
around convergent patient service procedures that 
guarantee repeatable processes and provide the patient 
with a sense of security and stability. This creates a 
professional image of the dental team, which gives the 
patient full access to the resources in the dental office and 
guarantees the use of uniform communication. 

Simultaneously, the patient’s level of satisfaction is 
derived from repeatedly exceeding his original 
expectations with which he came to the dental office. This 
satisfaction influences the recommendations given by 
patients, both the number of recommendations and their 
commitment when referring the dental practice to others. 
This is important for the dental practice's growth and 
affects future profitability, as the author’'s research shows 
that for 85 % of patients, the dental office’s choice follows 
a recommendation from family or friends. 

Kesy argues that the permanent qualities of competence 
are complicated to change and sometimes impossible [14]. 
Therefore, matching the tasks performed by dental 
receptionists and dental assistants with their natural 
predispositions in terms of working with patients is 
essential. 

Bukowska-Pietrzynska rightly notes that the entire 
dental office staff, not just the dentist, is responsible for 

the patient’s overall assessment of the quality of service 
[15]. Therefore, when recruiting new people and 
developing the competence of the existing dental team 
members, their individual acquired qualities should be 
considered, which can be developed. 

6 Conclusions 

Some patients’ decisions will be influenced by the 
potential negative consequences of not treating them years 
from now; others will be affected by arguments about the 
importance of smile aesthetics in building a professional 
image. The dentist’s role is to select the communication 
with a patient in a way that will most enable the key 
information to reach them. Patient ignorance leads to a 
lack of action taken. Awareness and understanding of the 
disease processes occurring in the oral cavity and their 
adverse effects on the function of the heart, kidneys, and 
other internal organs if the patient ignores the need for 
treatment, need not, but can result in the initiation of 
comprehensive treatment. 

If the patient is unaware of his problems or does not 
understand them, he will undoubtedly take no action, but 
if he has knowledge and awareness, he may begin 
treatment. Activities in each of the three areas discussed, 
in an integrated model carried out under the principles of 
Flow Management, serve the recipient of services and, as 
a result, enable the patient to restore his oral health in the 
shortest possible time. It is true that following the fuller 
utilization of patients’ potential for treatment, a noticeable 
effect is a simultaneous increase in the profitability of the 
dental practice, which, with an entirely ethical process 
based solely on diagnosed dental problems, makes both 
sides a winner. 
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Abstract. The present study focuses on the comparative analysis of superparamagnetic iron oxide nanoparticles 
(SPIONs) characteristics with the TOPSIS method. The prediction of the characteristics of SPIONs is required for 
better manufacturing of these nanoparticles. Although the characteristics of these nanoparticles have been 
investigated, no research has been done on their comparison in order to determine which one of their surface 
functionalities would be more appropriate for their diverse applications. The objective of this study was to analyze 
the characteristics of SPIONs without or with surface charge with a prediction model and TOPSIS in order to 
determine the best nanoparticles. Moreover, the effect of inappropriate consideration of their cost criterion on their 
ranks was explored with the modified TOPSIS. This analysis showed that the characteristics of SPIONs such as 
antibiofilm activity, hemocompatibility, activity with hydrogen peroxide, rheological properties, and the labour of 
their chemical synthesis could affect their ranking. Neutral SPIONs, negatively charged SPIONs, and positively 
charged SPIONs were ranked as the first, second, and third candidates, respectively. However, the improvement of 
the activity of positively charged SPIONs with hydrogen peroxide showed an increase to 0.3 instead of 0.2, which 
resulted in a better rank of these nanoparticles in comparison with that of the same nanoparticles in the first analysis 
series. One of the advantages of this study was to determine the impact of the characteristics of SPIONs on their 
ranking for their manufacturing. The other advantage was getting the information for further comparative study of 
these nanoparticles with the others. The results of this work can be used in manufacturing engineering and materials 
science. 

Keywords: SPIONs, chemical activity, biological properties, rheological properties, TOPSIS, industrial growth, 
manufacturing engineering.

1 Introduction 

Superparamagnetic iron oxide nanoparticles (SPIONs) 
have diverse applications such as magnetic drug 
targeting, magnetic hyperthermia, photocatalytic 
applications, etc. For most materials science and 
engineering applications, these nanoparticles are 
suspended in water [1–3]. The characteristics of SPIONs 
that were first studied in recent investigations have been 
as follows: antibiofilm activity, hemocompatibility, 
activity with hydrogen peroxide, rheological properties, 
and labour for their chemical synthesis in the lab [4–8]. 

The antibiofilm activity and hemocompatibility studies 
of SPIONs require the assessment of these nanoparticles 
with biological materials, which are bacterial biofilms 
and blood cells (ex.: red blood cells and platelets), 

respectively [4, 5, 9–14]. These analyses of SPIONs have 
allowed the development of their applications in materials 
science and biomedical engineering [15–20].  

The Technique for Order of Preference by Similarity 
to Ideal Solution (TOPSIS) is a decision-making method 
that allows optimizing and ranking candidates. This 
method has been widely used to analyze candidates, such 
as electronic devices, cognitive entities, etc. Hwang and 
Yoon developed TOPSIS in 1981 to determine solutions 
from a finite set of alternatives [21, 22]. TOPSIS ranks 
candidates according to their distances from their ideal 
solutions with the consideration of their profit and cost 
criteria [21–26]. 

This paper considers these characteristics of SPIONs: 
antibiofilm activity, hemocompatibility, activity with 
hydrogen peroxide, rheological properties, and labour for 
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their chemical synthesis. The first four properties of these 
nanoparticles are positive because their increase is 
beneficial for their biomedical and engineering 
applications, whereas the last one is negative because less 
labour would be more appropriate in order to spend less 
time and energy on the chemical synthesis of these 
nanoparticles. Therefore, in this study, the first four 
indicated properties were considered as profit criteria and 
the last one as cost criterion.  

TOPSIS has been used to analyze the properties of 
some materials and those of human beings according to 
their traits [27–32]. It has also been used to rank 
manufactured devices and instruments [33–38]. 

The analysis of the characteristics of SPIONs for 
optimizing their manufacture with TOPSIS has not been 
reported yet. This paper's results can be used to improve 
the applications of these nanoparticles in materials 
science and biomedical engineering. 

2 Research Methodology 

2.1     Preparation of SPIONs  
The neutral, positively charged, and negatively 

charged SPIONs studied in this work were the 
nanoparticles prepared according to the protocols 
described in previous studies [4, 5, 6, 7, 39]. 

 

2.2     TOPSIS method 

The TOPSIS code that Chakravorty developed in 2016 
(https://github.com/Glitchfix/TOPSIS-
Python/blob/master/topsis.py) was used for this analysis. 

The numerical analysis with TOPSIS was carried out 
on two groups of characteristics of SPIONs;  positive and 
negative characteristics were considered profit and cost, 
respectively.  

The steps of the TOPSIS method were as below [40–
46] : 
Step 1: Creation of a normalized decision matrix 
The normalized R decision matrix was created in step 1 
according to the formula below:  
 
 
 
 
 

Step 2: Creation of a weighted normalized decision 
matrix V 
This matrix was created using the formula below:  
 
 
 

Step 3: Determination of the positive ideal solution 
(A+) and the negative ideal solution (A-) 
The positive ideal solution (A+) and negative ideal 
solution (A-) were calculated with the TOPSIS method as 
described previously [40, 41, 42]. 

Step 4: Calculation of the separation distance from the 
positive ideal solution S+ and the other distance from the 
negative ideal solution S- for each candidate 
These distances were calculated using the formulas 
below:  
 
 
 
 
 
 
 
 
 

Step 5: Calculation of the similarity coefficients using 
the proximity relative to the ideal solution 
The candidates’ similarity coefficients were calculated 
with the formula below:  
 
 
 
 
 

The ranking according to the value of closeness 
coefficient (Cj

*) was described previously [47–54]. 
 

2.3     Modification of TOPSIS  

 The TOPSIS code was modified with the formulas 
below according to the Lukasiewicz's type disjunction: 
self.evaluation_matrix[self.row_size-2][self.column_size-
1]=self.evaluation_matrix[self.row_size-
2][self.column_size-1] + 0.6  

self.evaluation_matrix[self.row_size-3][self.column_size-
1]=self.evaluation_matrix[self.row_size-
3][self.column_size-1] + 0.6  

if self.evaluation_matrix[self.row_size-
2][self.column_size-1]>1: 

self.evaluation_matrix[self.row_size-2][self.column_size-
1]=1 
if self.evaluation_matrix[self.row_size-
3][self.column_size-1]>1: 

self.evaluation_matrix[self.row_size-3][self.column_size-
1]=1  

 These lines added to the first step in the TOPSIS code 
will add the value of 0.6 to the mean values of the 
membership degrees of the properties of neutral and 
positively charged SPIONs in the last column (labour of 
chemical synthesis), the first and second rows of Table 1. 
As the previous values of these membership degrees were 
0.4, their summation with 0.6 will give 1.0, and the 
maximal value according to Lukasiewicz's type 
disjunction is 1.0. Therefore, these modifications in the 
TOPSIS code will make the values of 1.0 for these 
membership degrees in Table 1. 

 

 

https://github.com/Glitchfix/TOPSIS-Python/blob/master/topsis.py
https://github.com/Glitchfix/TOPSIS-Python/blob/master/topsis.py
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3 Results and Discussion 

The results obtained in this study are included in the 
steps below: 

1. Determine the mean values of triangular fuzzy 
membership degrees of candidates’ characteristics. 

The terms and corresponding triangular fuzzy values 
of the membership degrees of the characteristics of 
SPIONs and their mean values are shown in Table 1. The 
information about SPIONs as three candidates, C-1, C-2, 
and C-3, with their different characteristics, is presented 
in the table. Antibiofilm activity, hemocompatibility, 
activity with hydrogen peroxide, and rheological 
properties, which positively affect the candidates’ 
properties as they reveal the efficiency of their activity, 
are profit criteria. The last one, the labour of their 
chemical synthesis, has a negative effect on this output as 
less labor for their manufacture is desired. So, this 
characteristic is considered a cost criterion. The mean 
values of fuzzy membership degrees of the candidates’ 
characteristics according to the chosen terms (low, 
medium, or high) are indicated in the table. 

 
Table 1 – Terms and their corresponding triangular fuzzy values 

of membership degrees of characteristics of SPIONs  
and their mean values 

 

 

 
2. Determine the weights of alternatives for each 

criterion. 
Table 2 shows the weight of alternatives for each 

criterion.  
As the sums of weight values were more than 1.0, they 

were normalized in the TOPSIS code used for this 
analysis. 

3. Determine the values in the criteria matrix. 
The next step is obtaining the data of the criteria 

matrix. 
 

Table 2 – The weights of alternatives for  
criteria 

 
Table 3 shows the criteria matrix in which the words 

“True” and “false” indicate the profit and cost criteria, 
respectively. In this matrix, antibiofilm activity, 
hemocompatibility, activity with hydrogen peroxide and 
rheological properties are profit criteria for SPIONs, 
whereas labour of their chemical synthesis is a cost 
criterion for these nanoparticles, respectively.   
 

Table 3 – Criteria matrix 

 
4. Normalization step for fuzzy membership degrees 

and weights. 
The results of the vector normalization performed on 

the fuzzy membership degrees of the characteristics of 
SPIONs as well as those of the normalization carried out 
on their weights, are represented in Tables 4 and 5, 
respectively. 
 

Table 4 – The normalized decision matrix 

 
Table 5 – The weighted normalized decision matrix  

 
5. Determine the values of the best alternative and the 

worst alternative. 
Table 6 shows the values of the best alternative and the 

worst alternative. 
6. Determine the distances from the alternatives. 
Table 7 shows the values of the distances from the best 

and the worst alternatives represented with (di
*) and (di

-), 
respectively. 
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Table 6 – The best alternative (A+) and the worst alternative (A-) 

 
7. Determine the values of the similarity coefficients. 
Table 8 shows the similarity coefficients (CCi) and the 

rankings of the candidates according to their worst 
similarity. 

 
Table 7 – The distances between the best  

and the worst alternatives 
 
 

 
 
 
 
 

The improvement of the activity of positively charged 
SPIONs with hydrogen peroxide can increase to 0.3. In 
this case, we obtain a better ranking for these 
nanoparticles than those of the same nanoparticles in the 
first analysis series.  
 

Table 8 – The similarity coefficients and the ranking of the 
candidates 

 
 
 
 
 
 

 
The improvement of the activity of positively charged 

SPIONs with hydrogen peroxide can increase to 0.3. In 
this case, we obtain a better ranking for these 
nanoparticles than those of the same nanoparticles in the 
first analysis series. Tables 9 and 10 show the mean 
values of triangular fuzzy membership degrees of the 
characteristics of SPIONs and the results obtained with 
TOPSIS following this modification. 

The only difference in the data of tables 9 and 1 
concerns the mean value of the triangular fuzzy 
membership degree of the activity of positively charged 
SPIONs changed from 0.2 to 0.3.  
 

Table 9 – The mean values of triangular fuzzy membership 
degrees of the characteristics of SPIONs 

 

 

The weights of each alternative for each criterion and 
the values in the criteria matrix were used in this second 
series of analyses as presented in Tables 2 and 3. 

Tables 11, 12, and 13 show the weighted normalized 
decision matrix, the best alternative (A+) and the worst 
alternative (A-), and the distances from the best 
alternative (di

*) and the worst alternative (di
-)  for the 

candidates, respectively. 
 

Table 10 – The normalized decision matrix 

 
 

Table 11 – The weighted normalized decision matrix 
 

 
Table 12 – The best alternative (A+) and the worst alternative (A-) 

 
Table 13 – The distances from the best alternative  

and the worst alternative for candidates 
 
 
 

 

 
 

Table 14 – The similarity coefficients and the ranking of the 
candidates 

 
 
 
 
 
 
 

The comparison of Tables 8 and 14 shows that the 
ranking of SPIONs is affected after the change in the 
mean value of triangular fuzzy membership degree of the 
reactivity of positively charged SPIONs with hydrogen 
peroxide from 0.2 to 0.3. In the first ranking before this 
modification, these nanoparticles were ranked in the third 
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place, whereas they appeared in the second place after 
this modification. 

Fuzzy logic is a non-classical logic with applications 
in sciences and engineering [55–59]. A prediction model 
called the model of the tree has been applied for the 
improvement of these applications [60]. This model can 
be used to determine the number of profit and cost 
criteria and predict the impact of inappropriate 
consideration of the nanoparticles’ characteristics on their 
ranks. The application of fuzzy logic in this model was 
explained previously [60]. The fuzzy logic disjunction 
operator is an important operator in this logic that can 
determine the effect of the simultaneous consideration of 
entities. Lukasiewicz's type disjunction can be used in 
fuzzy matrices [61, 62]. 
 In another analysis series, Lukasiewicz's type 
disjunction was used to determine the impact of the 
simultaneous consideration of the labour for the chemical 
synthesis of SPIONs. This analysis was aimed to 
determine the effect of the inappropriate consideration 
and underestimation of this criterion for these 
nanoparticles. Suppose the manufacturer who synthesizes 
these nanoparticles while comparing with other 
nanoparticles considers that the labour for the preparation 
of neutral SPIONs and positively charged SPIONs is not 
high. In that case, the confusion in consideration of their 
manufacturing procedure due to the confusion of 
categories and inconsistency in his epistemic beliefs on 
their characteristics can change the ranks of these 
nanoparticles. If the membership degrees for the labor 
required for the preparation of other nanoparticles are as 
high as 0.6 or more, the summation of the fuzzy degree 
memberships of this criterion for these two types of 
SPIONs and those of other nanoparticles would be 1.0 or 
greater than 1.0. The maximal value of Lukasiewicz's 
type disjunction is 1.0. So, the value of 1.0 will appear as 
the maximum value in the output of TOPSIS.  
 Tables 15 and 16 show the mean values of the 
triangular fuzzy membership degrees of the 
characteristics of SPIONs and the output of modified 
TOPSIS after their consideration with other 
nanoparticles. 
 

Table 15 – The mean values of triangular fuzzy membership 
degrees of the characteristics of SPIONs after  consideration 

with other nanoparticles 
 

 
 

Table 16 – The similarity coefficients and the ranking of the 
candidates according to the worst similarity 

 
 
 
 
 
 

 

As shown in Table 16, the positively charged SPIONs 
and negatively charged SPIONs are ranked in the first 
and second positions, respectively, whereas the neutral 
SPIONs are ranked in the third position. This is due to 
Lukasiewicz's type disjunction in the TOPSIS code and 
the summation of the degrees of membership of SPIONs 
and other nanoparticles.  
 As TOPSIS has been used to optimize manufacturing 
processes [63–66], the modification of this algorithm 
with the fuzzy disjunction operator, as explained in this 
work can help investigate the impact of the confusion of 
categories when the criteria for the manufacture of 
materials are selected. Fuzzy logic also has other 
operators such as conjunction operator and implication 
operator. These operators can also be implemented in the 
TOPSIS code to determine the other situations affecting 
the manufacturing processes [67–73]. 

Other non-classical logic, such as modal logic and 
computability logic [74], can also be used in the TOPSIS 
analysis, including the issues explained in this paper for 
the optimization of nanoparticle manufacture. 

In recent years, several nanomaterials and 
biomaterials' physicochemical and biological properties 
have been investigated [75–80]. These works have 
revealed the properties and activities of these materials 
for their manufacture as well as their applications in 
diverse fields of science and engineering [81–85]. Further 
investigations are required for the analysis of the 
properties of these materials with TOPSIS. 

4 Conclusions 

The properties of nanoparticles are diverse and require 
being ranked to determine which of these nanoparticles 
has the best characteristics in comaprison with the others. 
This paper presents the characteristics of SPIONs, and 
their impact on ranking these nanoparticles has been 
explained. The results obtained in this study show that 
neutral SPIONs have a better rank of positively charged 
and negatively charged nanoparticles. Moreover, 
improving the activity of positively charged SPIONs with 
hydrogen peroxide can affect their rank. These results are 
promising for the manufacture of the next generations of 
SPIONs. Moreover, they can be helpful in a comparative 
study of these nanoparticles with the other ones. The 
results can be applied in the comparative optimization of 
the manufacturing procedures of these nanoparticles. 
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Abstract. This study was centered on improving the mechanical properties of AISI 8620 steel using the 
carburization technique. The failure in service conditions of many steel components such as cams, gears, and shafts 
necessitated the research as it demands that they possess both high wear-resistant surfaces and tough shock-resistant 
cores. Standard test samples prepared from the steel material were subjected to a pack carburization process using 
rice husk and charcoal as carburizers, and the energizer – calcium trioxocarbonate (IV) at temperatures of 800, 850, 
900, and 950 °C, and held for 60, 90, and 120 minutes. The samples were quenched in water and tempered at 500 °C 
for 60 minutes. After the pack hardening process, the test samples were subjected to tensile, impact, and hardness 
tests. From the data obtained, ultimate tensile strength (UTS), Hardness, Young’s Modulus, engineering strain, and 
impact strength were calculated. The case and core hardness of the carburized samples were noted, and an optical 
microscope was used to observe the microstructural features of the case-hardened, quenched, and tempered samples. 
The responses (mechanical properties of steel) were optimized using response surface methodology to obtain the 
optimum carburizing conditions-temperature and holding time. Results showed that the sample’s microhardness core 
and microhardness case increased from 253 to 327 HV and from 243 to 339 HV as the holding time increased from 
60 to 120 minutes, indicating an appreciable increase in the mechanical property of the samples. The optimum 
carburizing conditions were at a temperature of 885 °C and a holding time of 120 minutes. Hence, the carburization 
of AISI 8620 steel using rice husk and charcoal as carburizers improved the steel material’s case, core, and 
mechanical properties. 

Keywords: materials science, carburization, rice husks, charcoal, steel, optimization.

1 Introduction 

Carburization is one of the case hardening methods in 
which carbon layer formation is induced on the surface of 
a substance in order to improve the strength and hardness 
properties. Carburizing temperature boundary is within 
850-950 ℃. Carburization is employed on materials that 
cannot be hardened appreciably by hardening process, 
like low carbon steel. Hardenability is a property of steel 
that measures the depth and distribution of hardness 
obtained by quenching from the austenizing temperature. 
The ratio of transformation of austenite to martensite is 
the deciding factor for hardenability. Steel with high 
hardenability forms thick layers of martensite. In many 
engineering applications, it is desirable that steel being 
used should have a good surface hardness value in order 

to resist wear and tear. The hardened surface is required 
to possess a soft and tough core to aid in shock 
absorption process. Surface hardening processes other 
than carburizing are: Cyaniding, Nitriding, induction 
hardening and flame hardening. 

Steel materials with high carbon content of around 
0.8 % are hard, but brittle, and therefore cannot be used 
in machine parts such as gears, sleeves and shafts that are 
exposed to dynamic bending and tensile stresses during 
operation [1]. A steel material with carbon content as 
high as 1.0 % is very hard to machine by cutting 
operations such as turning or drilling [1]. These concerns 
are solved by using low carbon steel materials such as 
AISI 8620, AISI 1020, etc. and subjecting them to some 
surface modification operations like carburizing, 
boronizing, nitriding, ion nitriding, etc. In addition, most 
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of the failures of some mechanical elements or 
components subjected to cyclic motions are caused by 
fatigue, as such, the fatigue performance of materials has 
prime importance for the design of structures which are 
subject to cyclic loading [2]. The surfaces of machine 
parts or components are the most susceptible zones to 
fatigue and tribomechanical failures, and fatigue cracks 
are generally initiated at the surface [3]. Therefore, there 
is a high incremental stress profile generation and 
distribution across the surfaces of machine parts under 
cyclic loading or a tribological condition. Hence, 
strengthening of the surface materials of such machine 
part or component is very imperative in enhancing fatigue 
life and tribomechanical characteristics of the material. 
The application of mechanical or thermo-chemical 
surface treatment like case carburizing, boronizing, etc. 
strengthens the surfaces of the steel material and in-turn 
initiates residual compressive stresses at the surface that 
would hinder fatigue crack development and propagation. 

Therefore, this study was centered on the 
determination of the carburizing potential of rice husks 
and charcoal, as an agricultural residue, to provide carbon 
to the surface of a specimen of AISI/SAE 8620 mild steel 
when it is heat treated by pack carburizing. The 
consequent effects of carburizing operation on the tribo-
mechanical properties of AISI 8620 steel were also 
studied. The optimum carburizing conditions 
(temperature and holding time) that yielded the best 
response characteristics of the carburized sample were 
obtained using optimization technique. 

2 Literature Review 

The determination of the effects of carburizing 
conditions (temperature and holding time) and the 
carburizing substances on the tribo-mechanical properties 
of the base material has been a research focus. These 
factors and their various combinations propose different 
mechanical properties and carbon-inducement percentage 
on the surface layer of the material- low carbon steel. 
Based on this, studies have been carried out inquest of 
improving the surface hardness of low carbon steel 
material and the determination of the consequent effects 
of the process. To this effect, Oluwafemi et al [4] used 
palm-shell as carburizing substance to pack carburize 
AISI 1020 steel. They used a treatment temperature 
ranging from 800 to 950 °C and holding time of 60, 90, 
and 120 minutes. The result obtained showed a 
microstructural pattern of a hardened steel specimen, 
thereby attesting that there was an inducement of carbon 
on the surface. Also, Istiroyah et al [5] employed charcoal 
gotten from coconut shell and rice husk at a temperature 
of 600°C to carburize AISI 316L steel. They use a 
treatment temperature of 400 °C and a soaking time of 
480 minutes. The results obtained proved that carbon 
distribution in the steel carburized with coconut shell was 
better than that of rice husk. In addition, Siti et al [6] 
studied the effects of paste carburizing treatment on 
mechanical properties of ASTM A516 low carbon steel. 
Tensile test, hardness test (Rockwell) and microstructural 
examination were conducted on the carburized sample. 
The paste carburizing treatment was carried out at 
temperature of 700, 750, and 800 ℃ for 6 hours holding 

time. The results depicted that paste carburized samples 
provide significant improvement on both tensile strength 
and hardness values compared to uncarburized samples. 
This was associated with the formation of hard carburized 
surface-layer on the substance. Increasing the carburizing 
temperature profoundly improved both hardness and 
tensile strength, as the results of deeper carburized layer 
produced. Paste carburizing was found to induce 
formation of carburized layer at shorter time and lower 
temperature compared to pack carburizing method. 

3 Research Methodology 

3.1 Material description 

The base material employed in this study was 
AISI 8620 steel and pack carburizing method was used in 
assessing the surface hardening potential of an 
agricultural residue- rice husk and charcoal. 

The steel material was sourced locally and was 
analyzed using atomic absorption spectrometer (AAS). It 
was cut and machined to standard test sample sizes 
according to American Society for Testing and Materials 
(ASTM) standard specifications using a lathe machine. 
Carburization was done using heat treatment furnace. The 
tensile test was conducted using Computer Controlled 
Electro-Hydraulic Servo Universal Tensile Testing 
Machine (Model HLCS-600). Metallurgical microscope 
(Model Olympus PMG-3) was used to study the 
microstructures while micro-hardness testing machine 
(Model UH930) was employed to measure the micro-
hardness while impact testing machine (Model UI820) 
was used to ascertain the impact strength of the steel 
material. 

The method employed in this study includes: the 
determination of the percentage composition of the 
locally sourced AISI 8620 steel material, elemental 
analysis (%) carburizing materials, pack carburizing 
method application, design of experiment, mechanical 
tests and optimization. 

3.2 Chemical analysis of AISI 8620 steel 

AISI 8620 steel was sourced locally and analyzed 
using atomic absorption spectrometer (AAS). It was cut 
and machined to standard test sample sizes according to 
American society for testing and material (ASTM) 
standard specifications using a lathe machine. The 
AISI 8620 steel was polished with a polishing machine 
for it to bring out the best results. It was placed in the 
spectrometer machine and spark was introduced to give 
the result shown in Table 1. 

 
Table 1 – The compositional build of AISI 8620 steel sample 

Elements C Si Mn Mo 
Average content 0.200 0.165 0.750 0.158 
Elements Cr Ni Fe P 

Average content 0.450 0.470 97.886 0.0295 

 
The sparking was done two to three times after which 

the average was taken. 
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3.3 Chemical composition of carburizing 

materials 

The chemical compositions of rice husks were 
obtained through the following procedures: samples of 
rice husks were handpicked and washed clean to avoid 
impurities and sand. The rice husks were chemically 
treated with sodium hydroxide (NaOH) solution, 
neutralized with acetic acid and finally washed with 
distilled water and sun-dried. 2 kg of rice husks was 
measured and 1 kg of charcoal in the proportion of 7:3. 

A grinding machine was used to reduce the size of the 
rice husks and charcoal individually and sieved to a 
standard sieve size of 450 μm to get uniform size. 
Mixture of rice husks/charcoal were melted and sparked 
in an extrusion machine at temperature of 120-150 °C 
and screw speed of 50 rpm to obtain the chemical 
analysis of rice husks/charcoal. The chemical 
compositions of the carburizing materials are shown in 
Table 2. 

 

Table 2 – Chemical composition of the carburizing materials 

Material 
Elemental Analysis (%) 

C H O N S 

Rice husk 41.13 3.37 35.3 0.33 – 

Charcoal 72.31 2.43 – 1.16 1.05 

3.4 Pack carburization technique 

Pack carburizing method was employed in this study. 
Carbon powder (derived from the carburizers) was mixed 
properly with an energizer (calcium carbonate) in the 
proportion of 7:3 after which the first set of samples was 
buried in the mixture inside a rectangular steel box. Clay 
mixed with Bentonite and moderate water was used to 
seal the rectangular steel box tightly to prevent carbon 
(11) oxide from escaping and in turn not allowing 
unwanted furnace gas from re-entering the steel box. The 
steel box was then charged into the furnace and allowed 
to heat to temperatures of 750, 800, 850, and 900 °C, 
respectively. At each temperature the test specimen was 
soaked for one, two and three hours respectively 
according to the experimental design. The steel box was 
removed from the furnace with the help of tongs at each 
temperature and then the specimen was quenched in 
water at ambient temperature. The mixture configurations 
of the applied carburizers in the development of the test 
samples are shown in Table 3. 

 

Table 3 – Mixture composition for pack carburizing operation 

Mixture  
code 

carburizing  
material 

Amount  
of, g 

Amount  
of energizer  
CaCO3, g 

MC1 
charcoal 

500 – 

MC2 500 333.3 

MC3 
rice husk 

500 – 

MC4 500 333.3 

3.5 Design of experiment 

The Design Expert 11.0 software was employed for 
the experimental design. In quest of finding the optimum 
factor combination that would yield the best response 

characteristics of carburized AISI 8620 steel, response 
surface methodology tool was applied. 

The input factors were temperature (°C) and holding 
time (minutes). The response variables employed in the 
experimental design were ultimate tensile strength (MPa), 
strain (%), modulus of elasticity (MPa), impact 
strength (J), micro hardness case (H), and micro hardness 
core (H). 

A total of 12 runs/simulations were obtained from the 
experimental design and were meticulously followed 
while performing the experiment. The mathematical 
inequality used in designing the experiment is described 
thus: temperature – in a range of 800-950 °C; holding 
time – 60-120 minutes. 

The ultimate tensile strength, strain, modulus of 
elasticity, impact strength and hardness (case and core 
structures) of pack carburized steel samples all 
determined using the appropriate machines. The 
microstructural characteristics of the produced samples of 
carburized steel were ascertained by first polishing the 
samples and etching them with 2 % Nital solution. 

4 Results and Discussion 

4.1 Microstructural analysis 

Figure 1 a reveals the optical micrograph of the base 
(non-carburized) AISI 8620 steel material used. 

It depicts steel in the state of supply. The structure 
observed is a matrix of ferrite and pearlite which are the 
characteristic constituents that yielded the chemical 
composition of the material steel as indicated in Table 1. 

Figures 1 b-e correspond to the specimens that is heat 
treated using the carburizing mixtures indicated in 
Table 3. The figures show from the core to the surface, a 
progressive increment in the amount of pearlite. This 
amount remaining in the core equals the amount observed 
in the image of the specimen without heat treatment 
(Figure 1 a). This progressive increment in the proportion 
of pearlite shows that both the rice husk and the charcoal 
allowed the introduction of carbon (diffusion) into the 
steel specimen, showing an increment in the amount of 
carbon until certain distance from the surface (case 
depth). The case depth, as observed, was greater in the 
specimens that contained energizer material in its 
composition (Figures 1 c, e). 

In this way, as stipulated in the literature [7] is 
contrasted with respect to the potentiating effect of the 
energizer in the increase of the diffusion rate of the 
carbon in heat treatment of pack carburizing. The results 
also showed that the carbon diffusion was more intense in 
the specimens that were heat treated with charcoal 
(Figures 1 b, c), the expected result, taking into account 
that the percentage of carbon in this, was higher by 43 % 
to the percentage present in the rice husk. In addition, it 
can be seen that in the specimens that were carburized 
with charcoal (MC1 and MC2) a greater percentage of 
carbon was obtained in this zone. Although, in the 
Figures 1 b, d, no uniform thickness of the diffused 
carbon was observed compared to Figures 1 c, e. It does 
not indicate that the carbon content did not increase at the 
surface of these specimens, it is sufficient to compare 
with Figure 1 a for a clearer view of the increase in the 
carbon contents of these specimens. 



 

C12 MANUFACTURING ENGINEERING: Materials Science 

 

  
a b 

  
c d 

 
e 

Figure 1 – Optical micrograph of AISI 8620 mild steel specimen: a – uncarburized base material; b – carburized specimen with 
MC1; c – carburized specimen with MC2; d – carburized specimen with MC3; e – carburized specimen with MC4 

4.2 Core micro hardness 

Figure 2 depicts the variations of micro hardness of the 
carburized steel at its case and core parts under the effects 
of carburizing temperatures and holding time. 

From Figure 2 a, it can be clearly seen that for all the 
holding time (60, 90, and 120 minutes), the micro 
hardness of the case dropped between carburizing 
temperatures of 800 to 850 °C and increased between 
temperatures of 850-900 °C. This was as a result of the 
distortion produced in the atomic structure of the samples 
and the material’s adjustment to accommodate the 
treatment induced on it; as such, the micro hardness of 
the case was expected to drop at the earlier stage of the 
carburizing operation and rise after the atomic 
adjustments of the material in order to accommodate the 
treatment. Sequel to that, the inducement of some carbon 
percentage which led to the observed increase in micro 
hardness of the sample affirmed the explained distortion 
and adjustment of the atomic structure of the sample. 

Also, a decrease in the case hardness of the sample 
was observed at a holding time of 60 minutes between 
temperatures of 900-950 °C while a continuous rise in the 
hardness of the case occurred at holding time of 90mins 
and 120 minutes, with a peak value reached at 120mins 
and 950 °C. This was so because, high carburizing 
temperatures allows for high hardness values of samples. 
The material needs to be transformed completely to 
austenite owing to its great affinity for carbon. Such if 
achieved, causes a large amount of carbon percentage to 
be induced into the material and consequently leads to the 
actualization of higher hardness values of the material. 

Figure 2 b revealed the effect of carburizing 
temperature and holding time on the core micro hardness 
of the samples. From Figure 2 b, it was observed that all 
the samples carburized at 800, 850, and 900 °C followed 
the same trend beginning from high hardness value at the 
core when soaked for 60 minutes (316 HV) and decreased 
at 90 minutes holding time (207 HV), but increases as the 
holding time is increased to 120 minutes (230 HV). 

 
a 

 
b 

Figure 2 – Effect of carburizing temperatures and holding time 
on the case micro hardness (a) and the core micro hardness (b) 

 
Thus, attaining the respective peak hardness values at 

120 minutes holding time. The uniform fall in the values 
of micro hardness of the core for holding time of 60, 90, 
and 120 minutes could be attributed to the distortions and 
adjustments of large volumes of atoms present at the core 
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of the samples which required an increased condition of 
carburizing operations (temperature and holding time) 
before accommodating the treatments induced into it. 

Sequel to that, owing to the large volume of the core, 
the transformation of the material completely to austenite 
would take longer time and treatment temperature 
compared to the case. Increased hardness of the core 
occurred after its continuous decrease to the temperature 
of 900 °C. Beyond 900 °C, a uniform rise of micro 
hardness of the core was observed because of the 

transformation to Austenite which has great affinity for 
carbon. 

4.3 Ultimate tensile strength, engineering strain, 

and Young’s modulus 

Figure 3 shows the effects of carburizing temperature 
and holding time of the ultimate tensile strength and 
strain properties of AISI 8620 steel material. 

 

 
a 

 
b 

Figure 3 – Effect of carburizing temperatures and holding time on the ultimate tensile strength (a) and the engineering strain (b) 
 
From Figure 3 a, the highest value of ultimate tensile 

strength was obtained at a carburizing temperature of 
850 °C and holding time of 120 minutes. This was 
followed by carburizing conditions of 950 °C temperature 
and 90 minutes holding time. The lowest value of 
ultimate tensile strength was gotten at a carburizing 
temperature of 900 °C and holding time of 90 minutes. 
These observed characteristics of the material could be 
attributed to the distortion and rearrangement of the 
material’s atoms during the carburization of operation. 

In addition, Figure 3 b depicts the influence of 
carburizing temperature and holding time on the strain 
property of the steel specimen. From Figure 3 b, 

maximum strain values of the material were obtained at 
carburizing temperatures and holding time of: 800 °C for 
90 minutes, 850 °C for 120 minutes, and 900 °C for 
90 minutes. 

These notable strain characteristics of the material 
delineate high ductility parameter of AISI 8620 steel at 
the stated carburization conditions. Moreso, the lowest 
strain values were obtained at carburizing temperatures 
and holding time of: 800 °C for 60 minutes, 850 °C for 
90 minutes, and largely, 900 °C for 120 minutes. 
Therefore, the material has low ductility property at these 
carburization conditions. 
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Figure 4 depicts the effects of carburizing temperature 
and holding time on the impact strength and elastic 

modulus of AISI 8620 steel material respectively. 

 

 
a 

 
b 

Figure 4 – Effect of carburizing temperatures and holding time on impact strength (a) and Young’s modulus (b) 
 

From Figure 4 a, the highest value of impact strength 
was obtained at a carburizing temperature of 800 °C and 
holding time of 90 minutes. Also, the lowest value was 
gotten at a temperature of 900 °C and holding time of 
90 minutes. 

In addition, Figure 4 b presents the lowest value of 
elastic modulus achieved at a carburizing temperature of 
800 °C and holding time of 60 minutes. While higher 
values of elastic modulus were obtained at 800 and 
850 °C carburizing temperatures for holding time of 120 
and 60 minutes, respectively. 

These bahavioural characteristics of the steel material 
could be explained through the study of iron-carbon 
phase diagram for the steel specification as reported by 
[8]. 

4.4 Optimization of the responses 

The optimum operating temperature and holding time 
that would yield the best response values were obtained 
using numerical optimization technique. 

Figure 5 shows the plot of desirability against 
temperature and holding time. 

 
Figure 5 – Desirability for holding time against temperature 
 
From Figure 5, the highest desirability value of 0.028 

was obtained for factor combination of temperature at 
885 °C and holding time of 120 minutes. 
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In addition, Figure 6 shows the contour plot of the 
response variable- ultimate tensile strength having the 
holding time plotted against the temperature. 

 

 
Figure 6 – Ultimate tensile strength for holding time  

against temperature 
 
From Figure 6, it can be deduced that at the optimal 

factor combination of temperature 885 °C and holding 
time of 120 minutes, the predicted value of ultimate 
tensile strength of carburized AISI 8620 was 868 MPa. 

This predicted value of ultimate tensile strength is well 
suited when matched with the other values observed from 
Figure 3 a. 

Figure 7 shows the contour plot of the strain induced 
on the material at the optimal points of temperature and 
holding time, 885 °C and 120 minutes, respectively. 

 

 
Figure 7 – Strain for holding time against temperature 

 
From Figure 7, it can be inferred that the optimum 

holding time and temperature for strain minimization in 
carburized AISI 8620 were 120 minutes and 885 and 
725 °C, respectively. 

A strain value of about 0.06 % at these optimum factor 
combinations was predicted. An induced strain value of 
0.06 % is good when compared with others shown in 
Figure 3 b. 

Figure 8 shows the contour plot of Young’s modulus 
for holding time and temperature. 

 
 

 
Figure 8 – Holding time against temperature 

 
From Figure 8, it is evident that the optimum factor 

combination for a good yield of the response parameter- 
Young’ s modulus is at a temperature 885 °C and 
holding time of 120 minutes. A response prediction of 
7.1·104 MPa was obtained at this optimum point or 
design point. 

Figure 9 shows the contour plot of the response 
parameter, impact strength. It attests to the optimum 
factor combination of temperature 885 °C and holding 
time of 120 minutes. The impact strength at this design 
point was 24.1 J. 

 

 
Figure 9 – Impact strength for holding time against temperature 

 
Figure 10 shows the contour plots of the responses: 

micro hardness case and micro hardness core. From 
Figure 10 a, the optimum or design point for obtaining 
the best value of the response was at the factor 
combinatorial point of temperature 885 °C and holding 
time of 120 minutes. A predicted value of micro hardness 
case about 241.3 H was gotten at this design point. 
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a b 

Figure 10 – Micro hardness case (a) and core (b) for holding time against temperature 
 

Furthermore, Figure 10 b gave the optimum value of 
micro hardness core of carburized AISI 8620 of 245.9 H 
at the optimal or design point. This value is well suited 
when compared with others as shown in Figure 2 b. 

 

Therefore, at the gotten optimal factor combination, 
the overall best response characteristics was obtained. 
The summary of optimal factor combination for better 
response characteristics is shown in Table 4. 

 

Table 4 – Summary of optimal factor combination (temperature of 885 °C and holding time of 120 minutes) 
Response Mean Median StdDev SE Mean 95 % CI low 95 % CI high 95 % TI low 95 % TI high 

Ultimate tensile stress 868.015 867.950 132.433 81.504 668.517 1067.38 56.1749 1679.73 
Strain 0.06475 0.06475 0.04082 0.0118 0.03881 0.0907 –0.11945 0.24895 
Modulus of elasticity 71019.6 71019.6 25147.9 15477.0 33148.8 108890 –83130.2 225169 
Impact strength 24.1136 24.1136 7.52327 3.45442 16.2992 31.9281 –14.1004 62.3277 
Micro hardness case 241.334 241.334 43.1072 26.5298 176.417 306.25 –22.9017 505.569 
Micro hardness core 245.877 245.877 16.4321 10.1129 221.132 270.623 145.153 346.602 

 

5 Conclusions 

The mechanical properties of low carbon steel material 
are improved by carburization process through the 
influence of the carburizing factors- carburizing 
temperature, carburizers and holding time. More so, from 
this study, the three carburizers employed in the process 
in the ratio of 75 % wt. : 25 % wt. strongly influenced the 
mechanical properties of the low carbon steel material. 

The optimum conditions for carburizing low carbon 
steel material (AISI 8620) for good response 
characteristics are: temperature of 885 ℃ and holding 
time of 120 minutes as obtained from the numerical 
optimization performed. In addition, the presence of 
carbon-enriched skin (austenite to martensite) in the test 
samples can be inferred from the microstructural change 
and the good increase in hardness in most of the samples. 
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Abstract. The article is devoted to improving methods for designing a finite element model of rotor dynamics. For 
this purpose, numerical implementation of the authors’ computer program “Critical frequencies of the rotor” was 
developed based on the computer algebra system MathCAD. As a result of the scientific work, a refined 
mathematical model of rotor dynamics using finite beam elements was created. This model considers the dependence 
of the radial stiffness characteristics of the bearing supports on the values of the critical frequencies. The reliability of 
the mathematical model was justified by the permissible differences of the obtained results within 2% compared with 
the results of finite element analysis using the ANSYS software. The theorem was also proven by the mutual location 
of the spectra of the natural and critical frequencies. Overall, the proposed scientific approach reduces preparation 
and machine time compared to numerical modeling using the ANSYS software without losing the accuracy of the 
calculations. 

Keywords: centrifugal machine, process innovation, critical frequency, finite element analysis, Campbell diagram. 

1 Introduction 

Rotary machines belong to the largest class of power 
machines [1]. During the operational process, 
polyharmonic disturbances act on the rotor in the form of 
forces and moments of inertia of unbalanced masses. 
They cause forced oscillations of the rotor. 

In most cases, the technical level of such machines is 
assessed by their vibroacoustic characteristics determined 
by the vibration state of the rotor [2]. Therefore, the 
rotordynamic problems are of significant practical 
importance, and the range of these tasks is predetermined 
by the number of constructive types of rotor machines, 
their features, and operating conditions. 

Among rotary machines, high-pressure multistage 
centrifugal pumps and compressors are characterized by 
permanently increasing operating parameters (e.g., speed, 
pressure) that lead to a single unit’s capacity. 

The pressure in centrifugal machines is proportional to 
the square of the rotor speed. Therefore, an increase in 
the rotation speed turns out to be the most rational way of 

achieving high pressures. As a result, high-pressure 
centrifugal machines are usually high-speed. And for 
such machines, the rotordynamic problems are 
particularly relevant [3]. 

The reasons for the unsatisfactory vibration state of the 
rotor are imbalance and misalignment, force and 
temperature deformations of the housing and its 
individual elements, loss of dynamic stability, structural 
and technological defects, wear of gap seals, supports, 
drive couplings [4, 5]. 

Increased vibrations are accompanied by operations 
close to critical frequencies. The calculation of the latter 
cannot guarantee a reliable detuning from resonance due 
to the lack of reliable data on the stiffness of the supports 
and the impact of randomly variable factors [6]. 

Up-to-date trends in studying the dynamics of rotary 
systems are mainly based on computer programs that 
implement finite element analysis [7]. 

To solve such problems, 2D and 3D finite elements are 
used [8, 9]. 
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Calculating rotor dynamics, e.g., using numerical 
modeling using the ANSYS software, is time-consuming. 
This is mainly due to the time for the preparation of 
initial data. It also requires a lot of machine time. 

According to those mentioned above, the work aims to 
improve the vibration state of the rotor system by creating 
a reliable model for evaluating the dynamic state. 

The main research objectives are as follows: 
– development of a refined mathematical model of free 

and forced oscillations of the rotor considering the 
predetermined dependence of the stiffness of the supports 
on the frequency of rotation of the rotor; 

– parameter identification of the coefficients for the 
dependence of the stiffness of the bearing supports; 

– simulation of rotor dynamics for a multistage 
centrifugal compressor 225GC2-135/12-50M1245 using 
the program “Critical frequencies of the rotor” realized in 
the computer algebra system MathCAD; 

– verification of the reliability of the finite element 
model in the ANSYS software; 

Research methods include numerical simulation of free 
oscillations of the rotor using the finite element analysis 
and parameter identification approach comprehensively. 

2 Research Methodology 

2.1 Design scheme 

The object of research is the free oscillations of a 
flexible rotor of a centrifugal compressor 225GC2-
135/12-50M1245 (Figure 1). Its technical parameters are 
summarized in Table 1. 

 

 
a 

 
b 

Figure 1 – General view (a) and cross-section (b)  
of the turbocompressor 

 

Table 1 – Technical parameters 
Parameter Value 

Normal performance, m3/s 25.0 
Inlet pressure, MPa 1.20 
Outlet pressure, MPa 4.95 
Polytropic efficiency, % 70.0 
Rotor speed, rpm 8920 
Nominal power, MW 7.33 
Inlet gas temperature, °C 28.1 

 
To further study rotor dynamics, it is necessary to 

create its calculation model. A beam finite element model 
was compiled using the authors’ program “Critical 
frequencies of the rotor” [10] (Figure 2a). 

Figure 2b presents 3D finite element model created in 
the ANSYS software. 

 

 
a 

 
b 

Figure 2 – Design models in MathCAD (a) and ANSYS (b):  
1 – radial supports; 2 – local masses; 3 – finite elements 

2.2 Program description 

The program “Critical frequencies of the rotor” is 
based on the finite element method. It is intended to 
evaluate the critical and eigenfrequencies of radial 
oscillations of rotors. The calculation results in the value 
of critical frequencies and forms of oscillations. 

The program was created using the computer algebra 
system MathCAD. 

The input data required are density and Young’s 
modulus of the material, lengths of sections, inner and 
outer diameters, added masses of mounting parts, and 
rigidity of bearing supports and gap seals. 

The matrix equations of free oscillations of a rotating 
rotor can be presented in the following form: 

 
       (1) 

 
where  – column-

vector of deflections and angles of rotation for sections at 
the joints of finite elements. 
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Local matrices  and  by the dimension of 4×4 
have a standard form according to the fundamentals of 
beam’s oscillations [11, 12]. 

The formation of global matrices  and  by local 
matrices ,  for i = (1, n + 1) is based on the 
algorithm, which uses the conditions of the junctions for 
all the sections [13]. 

The calculation of critical rotor frequencies is based on 
the numerical determination of the eigenvalues λ of the 
following equation: 

 
.       (2) 

 
The program for calculating free oscillations consists 

of the following stages: 
1) calculation of coefficients for stiffness and inertia 

matrices; 
2) solving the frequency equation (2) and finding a 

given number of eigenfrequencies; 
3) calculation of the mode shapes of free oscillations 

corresponding to their frequencies. 

2.3 Mathematical model of bearing stiffness 

In this work, it is proposed to approximate the 
dependence of the stiffness of the supports on the 
frequency of rotation of the rotor by the following 
analytical formula: 

 
  (3) 

 
where c0 – initial stiffness, N/m; cmax – maximum 

stiffness, N/m; ω – operating speed, rad/s; k – time 
parameter, s. 

Such a model has the following advantages compared 
with the polynomial approximation. Firstly, instead of an 
infinite increase in stiffness, it asymptotically approaches 
its maximum value. 

Secondly, when approaching this value, the stiffness 
gradient asymptotically approaches zero. 

These facts are because parameter k has the following 
physical meaning: 

 

     (4) 

 
According to the quasilinear parameter identification 

approach, the unknown parameter k in expression (1) can 
be evaluated by minimizing of the following least square 
error: 

 

  (5) 

 
where n – a number of the experimental point; N – the 

total number of the experimental dataset; ωn – n-th 
operating speed, rad/s; cn – experimentally obtained 
stiffness, N/m. 

The last condition is satisfied for values of k, at which 
the following derivative equals a zero value: 

 

  (6) 

 
Finally, the following regression dependence can be 

obtained: 
 

      (7) 

 
Thus, the determination of the unknown parameter k 

requires preliminary experimental determination of 
stiffnesses c0 and cmax. 

3 Results 

3.1 MathCAD simulations 

The calculation of eigenfrequencies involves 
calculating dangerous speeds during the rotor’s constant 
rotation at its operating frequency. For the considered 
case study, such a frequency equals 934 rad/s. 

The stiffness of the bearings was also assumed to be 
constant and equal to the stiffness at the operating speed 
(cp = 2.94·108 N/m). 

Remarkably, critical frequencies are dangerous for the 
rotor during its acceleration to the operating mode. For 
their calculation, it is necessary to consider that the 
bearings have different stiffness at different rotation 
frequencies, which depends on the values of the natural 
frequencies of the rotor. 

The program “Critical frequencies of the rotor” allows 
setting directly the dependence of the rigidity of the rotor 
supports on the frequency of its rotation. 

Using the dataset of JSC “Sumy NPO” (Sumy, 
Ukraine), the following values were evaluated: 
c0 = 1.77·108 N/m and cmax = 1.51·109 N/m. 

Therefore, according to formula (7), the evaluated time 
parameter k = 1.0·10–4 s. 

The program “Critical frequencies of the rotor” 
outputs the result in the form of natural frequency values 
and their corresponding forms. Figure 3 presents 
screenshots from the program with calculation results for 
the investigated rotor. 

 

 
a 
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Figure 3 – Natural (a) and critical (b) frequencies of the rotor 

3.2 ANSYS simulations 

As a result of numerical simulations using the ANSYS 
software, Figure 4 presents mode shapes of free 
oscillations of the rotor at the corresponding frequencies. 

Unfortunately, ANSYS does not allow directly 
evaluating the critical frequencies as is possible in the 
program “Critical frequencies of the rotor”. 

In general, the calculation of critical frequencies using 
the ANSYS software is like the calculation of 
eigenfrequencies. The only difference is that it is 
necessary to consider the property of bearings to change 
their stiffness depending on the rotation frequency non-
linearly. However, the modal analysis ignores the initial 
model’s nonlinearities [14]. 

During the simulations, the stiffness of the bearings 
was calculated in the range of rotation frequencies from 0 
to 3000 rad/s with a step of 250 rad/s. 

Then, changing the stiffness of the bearings in 
ANSYS, the eigenfrequencies of the rotor at the 
corresponding frequencies of its rotation were found as a 
Campbell diagram(Figure 5). 

 

   
a b c 

Figure 4 – 1st (a), 2nd (b), and 3rd (c) mode shapes of free oscillations of the rotor 
 

 
Figure 5 – Campbell diagram 

 

The essence of Campbell’s method for calculating the 
critical frequencies of the rotor is that the ordinates of the 
points of intersection of the bisector on the diagram 
drawn from the origin of the coordinates with the 

eigenfrequency curves are equal to the critical 
frequencies of the rotor. 

Remarkably, the Campbell diagram serves as visual 
proof of the theorem on the mutual location of the spectra 
of critical and eigenfrequencies [15]. Particularly, critical 
frequencies below the operating speed are lower than the 
corresponding eigenfrequencies. Vice versa, critical 
frequencies above the operating speed are higher than the 
corresponding eigenfrequencies. 

3.3 Comparison of the results 

To confirm the reliability of the mathematical model 
of the rotor dynamics created in the program “Critical 
frequencies of the rotor”, it is necessary to compare the 
results obtained in it with the data of numerical 
simulation in the ANSYS software. Such a comparison is 
presented in Table 3. It shows values of critical and 
eigenfrequencies evaluated by both the MathCAD and 
ANSYS software, as well as the percentage difference 
between the obtained results. 

 

Table 2 – Comparison of the calculation results 

No. 
Natural frequencies, rad/s Relative  

deviation, % 
Критичні частоти, рад/с Relative  

deviation, % ANSYS MathCAD ANSYS MathCAD 
1 318.8 318 0.25 312.9 312 0.28 
2 1125.0 1148 1.97 1140.0 1164 2.06 
3 1867.0 1906 2.04 2150.0 2210 2.72 
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4 Conclusions 

As a result of the work, a refined mathematical model 
of rotor dynamics using finite beam elements was 
created. This model considers the dependence of the 
rigidity of the radial supports of the rotor on the 
frequency of its rotation. The reliability of the 
mathematical model is confirmed by the permissible 
differences of the obtained results within 3%, as well as 
by the observance of the theorem on the mutual location 
of the spectra of natural and critical frequencies. 

This indicates that using the working file “Critical 
frequencies of the rotor” of the computer algebra system 
MathCAD is more appropriate for solving similar 
problems. This is due to the possibility of directly 
considering (in an arbitrary analytical form) the 
dependence of bearing stiffnesses on the frequency of 
rotation of the rotor. 

Additionally, the calculation using the proposed 
method reduces the preparation and machine time by 
order of magnitude compared to the numerical simulation 
in the ANSYS software without losing the accuracy of 
the calculations. 

The obtained results can be further applied to study 
centrifugal machines’ rotordynamic stability under 
fractional-order internal friction. 
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Abstract. Enhancing solar irradiance and accurate forecasting is required for improved performance of 
photovoltaic and solar thermal systems. In this study, Extreme Gradient Boosting (XGBoost) model was developed 
using three input parameters (time, day number, and horizontal solar radiation) and was utilized to forecast daily 
global solar radiation on tilted surfaces. The proposed model was built using XGBRegressor with five generations, 
100 n estimators, and a learning rate of 0.1. Three statistical metrics, such as the coefficient of determination (R2), 
root mean square error (RMSE), and mean absolute error (MAE), were used to compare the model’s results to 
observed solar radiation data from the Nation Centre for Energy, Research and Development, University of Nigeria, 
Nsukka. The results showed improved prediction accuracy and XGBoost capability to estimate daily global solar 
radiation on tilted surfaces. In the training section, the proposed model had a statistical performance of R2 = 0.9977, 
RMSE = 1.6988, and MAE = 1.081, and in the testing section, R2 = 0.9934, RMSE = 2.8558, and MAE = 2.033. 
XGBoost model demonstrated a better performance when compared with other models in the literature. As a result, 
the proposed model provides an effective approach for estimating solar radiation. 

Keywords: machine learning model, extreme gradient boosting, solar radiation prediction.

1 Introduction 

Electromagnetic radiation from the sun is referred to as 
solar radiation. Captured solar radiation can be 
transformed into electricity or heat energy, which can be 
utilized to heat thermal systems and power homes. When 
designing, installing, and forecasting a solar conversion 
system's energy output, knowing a particular location's 
solar irradiance is extremely important for maximum 
performance. Solar systems are installed on tilted 
surfaces to maximize their exposure to direct sunlight, 
which increases their efficiency. Most solar radiation 
measuring instruments take measurements on horizontal 
surfaces rather than tilted surfaces. As a result, many 
techniques for estimating global solar radiation on tilted 
surfaces, such as empirical models [1, 2], satellite-derived 
models [3] and stochastic models [4] were developed. 
Empirical models are dependent on sunshine duration, the 
amount of cloud cover, and the maximum and minimum 
temperatures [5, 6]. However, problems arise when there 
is a dearth of or limited sunshine data and maximum and 

minimum temperatures. Besides that, both the satellite 
and stochastic models have drawbacks in terms of cost 
and behavioral characteristics. As a result, these 
techniques are unstable when used for solar irradiance 
forecasting and produce approximations. They are also 
ineffective when the database contains null or missing 
data. However, the advent of machine learning appears 
promising in overcoming these obstacles. 

2 Literature Review 

In Nigeria, empirical models have been used in 
predicting solar radiation [7, 8]. Chabane et al. [9] 
developed a model for daily solar radiation estimation in 
Biskra, Algeria, based on wavelength optical depth. 
Similarly, a mathematical model was developed by 
Herath et al. [10] for predicting solar radiation using 
multiple linear regression analysis. Sunshine hours, 
humidity, pressure, temperature, radiation, sunset time, 
date, wind direction, and time served as the model’s input 
parameters. An Artificial Neural Network (ANN) was 
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used to evaluate the model's performance, and the 
correlation coefficient was 0.5973. Shourehdeli et al. [11] 
assessed injector fuel efficiency in basic mode utilizing 
four conventional models of isentropic coefficients. 

Machine learning approaches have been broadly 
utilized in estimating global solar radiation in many 
regions. For example, Olatomiwa et al. [12] utilized an 
adaptive network-based fuzzy inference system (ANFIS) 
to forecast solar irradiance in Nigeria. The ANFIS model 
produced a correlation coefficient of 0.6567. Similarly, 
Hacioğlu and Rifat [13] devised a model for estimating 
solar radiation based on humidity, pressure, temperature, 
and wind speed. Both linear and gaussian regression 
models were used to assess the model’s performance. 
Also, the Support Vector Machine Regression (SVM-R) 
algorithm has been employed in predicting global solar 
radiation [14, 15, 16, 17]. Similarly, the ANN technique 
has been utilized in predicting daily global solar radiation 
and other observed data [18, 19, 20, 21]. Marzo et al. [22] 
created an ANN model for estimating daily solar 
radiation utilizing three input parameters: extraterrestrial 
radiation, daily maximum, and minimum temperature. 
Data on solar radiation was used to validate the model. 
The average relative root mean square derivation 
(RRMSD) produced by ANN was 0.13, and its 
correlation coefficient was 0.8. 

Furthermore, various researchers have used hybrid 
machine-learning models to predict global solar radiation. 
Torabi et al. [23] developed a Cluster-Based Approach 
that uses support vector machine and artificial neural 
networks (CBA-SVM-ANN) to estimate the horizontal 
surface's daily solar radiation. The findings showed that 
the independent models outperformed the hybrid model 
(CBA-SVM-ANN) based on the mean absolute 
percentage inaccuracy. Likewise, three hybrid models 
(gradient-boosted regression, random forest, and support 
vector machine) were used by Gala et al. [24] to forecast 
global solar radiation. The outcomes demonstrate how 
well the hybrid model works. Achour et al. [25] used the 
hybrid model to estimate monthly mean global solar 
radiation in Southern Algeria. Comparative performance 
of three machine learning models (SVM, ANN, and 
ANFIS) was done by Quej et al. [26] in estimating daily 
horizontal surface solar radiation in Mexico. From the 
results, the support vector machine performed better. A 
power coefficient equation was proposed by Augbulut et 
al. [27] in Turkey for predicting system power output and 
validated the proposed model using four machine 
learning approaches (Deep Learning, SVM, Kernel and 
Nearest-Neighbor, and ANN). 

Furthermore, four Turkish districts used four machine-
learning algorithms to forecast daily solar radiation using 
six input parameters [28]. The results showed that ANN 
outperformed the other models. Rabehi et al. [29] created 
a hybrid model for predicting global solar radiation in 
Southern Algeria that combines a multilinear-layer 
perceptron, a boosted decision tree, and linear regression 
(MLP-BDT-LR). The model's performance was evaluated 
using the Applied Research Unit for Renewable Energies 
data. Mbah et al. [30] compared two machine learning 

techniques (K-nearest neighbor and extreme gradient 
boosting) to four sky models (Tian, Koronakis, Badescu, 
Liu, and Jordan) for estimating daily global solar 
radiation on a tilted surface. According to the results, 
extreme gradient boosting outperformed other models. 
Similarly, Feng et al. [31] compared four machine-
learning models and four empirical models for predicting 
daily global solar radiation in China. The MEA-ANN 
model generally outperformed the other four machine 
learning models with a correlative coefficient of 0.779, 
while the fan model outperformed the other four 
empirical models with a correlative value of 0.733. 

This research aims to investigate the applicability of 
Extreme Gradient Boosting (XGBboost) in forecasting 
global solar radiation in Nigeria. This inquiry was 
inspired by the importance of reliable solar radiation data 
in Engineering, Agriculture, Ecology, and Hydrological 
investigations. 

3 Research Methodology 

3.1 Site and measurement 

The proposed supervised machine learning model was 
developed using a daily global solar radiation dataset 
measured at the Energy Centre from 2016 to 2017, 
located inside the University of Nigeria, Nsukka. The 
model's three input parameters were time, day number, 
and horizontal solar radiation. Solar radiation data was 
measured using two solarimeters. The first solarimeter 
measures hourly horizontal solar radiation, while the 
second measures solar radiation at 15° inclinations 
toward the south. Time was measured in ten-minute 
incremental steps using a smartwatch. The proposed 
model was developed in Python using XGBRegressor 
with five generations, 100 estimators, and a learning rate 
of 0.1. The measured solar radiation dataset was split into 
two sets for training and testing the model. 70% of the 
dataset was used for sample training, with the remaining 
30% used for model testing. 

3.2 Machine learning models 

Machine learning models are generated by algorithms 
that try to find the relationship between feature and target 
variables to detect patterns and make decisions based on 
previously unseen datasets. The proposed machine 
learning model is described below. 

The Extreme Gradient Boosting algorithm is a 
supervised machine learning algorithm that forecasts a 
target output using train data with various features. It 
applies to both classification and regression problems. 
The XGBoost model's regularized objective is given by  𝑂𝑏𝑗(𝑡) = ∑ 𝑙𝑛𝑖=1 (𝑦𝑖 , 𝑦𝑖∧(𝑡−1) + 𝑓𝑡(𝑋𝑖)) + 𝛺(𝑓𝑡)      (1) 

where Ω – a regularized term used to avoid overfitting;  
Ɩ – loss function between the actual and estimated value; 𝑓𝑡 – tree output; Xi – training dataset; Yi – predicted 
dataset. 

The second-order Taylor expansion of the loss 
function is expressed as follows: 
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𝑂𝑏𝑗(𝑡) = ∑ 𝑙𝑛𝑖=1 (𝑦𝑖 , 𝑦𝑖∧(𝑡−1)) + 𝑔𝑖𝑓𝑡(𝑋𝑖) + 12 ℎ𝑖𝑓𝑡2(𝑋𝑖) + 𝛺(𝑓𝑡) (2) 

where 𝑔𝑖, ℎ𝑖 – the loss function’s first and second 
derivatives, respectively. 

3.3 Evaluation of model performance 

The XGBoost model's performance was evaluated 
using the statistical indicators listed below. 

The coefficient of determination is a measure that 
assesses the ability of a model to predict an outcome in 
linear regression. The coefficient of determination is 
given as 𝑅2 = ∑ [(𝐻𝑚𝑖−𝐻𝑚𝑖̅̅ ̅̅ ̅̅ ) .( 𝐻𝑝𝑖−𝐻𝑝𝑖̅̅ ̅̅ ̅) ]𝑛𝑖=1 2∑ (𝐻𝑚𝑖−𝐻𝑚𝑖̅̅ ̅̅ ̅̅ )2𝑛𝑖=1  .∑ ( 𝐻𝑝𝑖−𝐻𝑝𝑖̅̅ ̅̅ ̅)2𝑛𝑖=1 .  (3) 

Also, MAE is determined as: 𝑀𝐴𝐸 = 1𝑛 ∑ (𝐻𝑝𝑖−𝐻𝑚𝑖𝑛 )𝑛𝑖=1 .   (4) 

The mean absolute error is the sum of all differences 
between the observed and measured values. It is 
employed in the evaluation of regression models. 

Root mean square error, which is frequently used for 
regression analysis, informs how concentrated the data 
points are around the best fit line: 𝑅𝑀𝑆𝐸 = √1𝑛 ∑ (𝑛𝑖=1 𝐻𝑝𝑖 − 𝐻𝑚𝑖)2,  (5) 

where n – sample size; 𝐻𝑚𝑖 – actual value; 𝐻𝑝𝑖 – 
estimated value. 

 
4 Results and Discussion 

4.1 Statistical parameters of the dataset 

The XGBoost model was developed in this study using 
three input parameters: time, day number, and horizontal 
surface hourly solar irradiance. Table 1 lists the statistical 
parameters for the dataset used in this study. 

 
Table 1 – Statistical parameters of the dataset 

 
4.2 XGboost model analysis 

Figure 1 depicts the solar radiation training dataset and 
predicted values using the XGBoost model, while 
Figure 2 portrays the testing dataset and the predicted 
values. 

 

 
a 

 
b 

 
c 

Figure 1 –Samples of training data (a), scatter plots of training 
data and predicted values using XGBoost model (b), and 

forecasting solar radiation using XGBoost model (c) 
 

Process R2 RMSE MAE 
Training 0.9977 1.6988 1.081 
Testing 0.9934 2.8558 2.033 
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a 

 
b 

 
c 

Figure 2 – Samples of testing data (a), scatter plots of testing 
data and predicted values using XGBoost model (b), and 

forecasting solar radiation using XGBoost model (c) 
 
Figures 1b and 2b depict the relationship between the 

developed model and observed solar radiation data on the 
tilted surface during sample training and testing with 
scattered plots. 

While also providing a more tightly compacted set of 
data points between the proposed model and the 
observed solar radiation data, both figures demonstrated a 
very high similar positive linear correlation. As a result, 

the XGBoost model has a high coefficient of 
determination for both training and testing data. 

The XGBoost model's performance in estimating 
global solar radiation on a tilted surface was assessed 
using statistical measures such as coefficient of 
determination, root mean square error, and mean absolute 
error. 

Table 2 summarizes the XGBoost model's prediction 
accuracy. 

 
Table 2 – Statistical performance of the XGBoost model 

Variable Min Max Mean 
Standard  
deviation 

Time 9.16 15.90 12.55 2.01 
Day number 20 411 359.14 29.18 
Solar radiation on a 
horizontal surface 

12 160 94.80 30.28 

Solar radiation on a 
tilted surface 

13 197 108.71 35.43 

 
4.3 Model validation 

A correlation between the proposed model and nine 
other solar radiation prediction models previously 
proposed by various authors [9, 10, 12, 14, 21, 22, 29, 31] 
validates XGBoost precision and accuracy in forecasting 
solar radiation. 

As shown in Table 3, a statistical indicator of 
coefficient of determination was used to compare the 
proposed model prediction accuracy with other developed 
models in literature in order to evaluate its performance. 

 
Table 3 – Comparison between the XGBoost model  

and existing models from the literature 

Reference 
Model  
type 

Inputs Country R2 

Chabane  
et al. [9] 

Empirical 3 Algeria 0.757 

Feng et al. [30] Empirical 1 China 0.733 
Herath et al. [10] Empirical 10 Sri Lanka 0.597 
Guermoui  
et al [14] 

SVM-R 1 Algeria 0.974 

Olatomiwa  
et al. [12] 

ANFIS 3 Nigeria 0.657 

Rahimikhoob 
[21] 

ANN 3 Iran 0.889 

Marzo et al. [22] ANN 3 
Chile,  
Israel,  

Australia 
0.800 

Rabehi et al. [29] Hybrid 4 Algeria 0.977 
Feng et al. [30] Hybrid 1 China 0.779 
Present study XGBoost 3 Nigeria 0.993 

 
Table 3 shows that the XGBoost model has the highest 

coefficient of determination of the nine models tested. As 
a result, the proposed model outperforms the benchmark 
models (empirical, other machine learning, and hybrid 
models). 
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5. Conclusion 

The importance of accurate solar radiation data in 
engineering, geography, crop production, and ecological 
studies cannot be overstated. This study developed an 
Extreme gradient boosting (XGBoost) model for 
estimating global solar radiation on tilted surfaces using 
three input parameters (time, day number, and horizontal 
solar radiation). The following findings are based on the 
proposed model’s performance evaluation. 

The analysis revealed that the XGBoost model predicts 
global solar radiation on tilted surfaces with high 
precision and accuracy, as evidenced by the statistical 

performance metrics obtained during the model testing; 
R2, RMSE, and MAE values of 0.9934, 2.8558, and 
2.033, respectively. 

The proposed model shows significant prediction 
improvement compared to the literature’s reference 
models (empirical, other machine learning, and hybrid 
models). 

The proposed model can be deployed into a web 
application browser to predict solar irradiance on tilted 
surfaces because it is highly efficient and capable of 
handling various input parameters. 
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Abstract. The present study focuses on a new application of the TOPSIS method for the optimization of machine 
learning algorithms, supervised neural networks (SNN), the quick classifier (QC), and genetic algorithm (GA) for 
proteomic analysis. The main hypotheses are that the change in the weights of alternatives could affect the ranking of 
algorithms. The obtained data confirmed this hypothesis for their ranking. Moreover, adding labor as a cost criterion 
to the list of criteria did not affect this ranking. This was because candidate 3 had better fuzzy membership degrees 
than the two other candidates concerning their criteria. This work showed the importance of the value of the fuzzy 
membership degrees of the cost criterion of the algorithms in their ranks. The values of the fuzzy membership de-
grees of the algorithms used for proteomic analysis could determine their priority according to their score differences. 
One of the advantages of this study was that the studied methods could be compared according to their characteris-
tics. Another advantage was that the obtained results could be related to the new ones after improving these methods. 
The results of this work could be applied in engineering, where the analysis of proteins would be performed with 
these methods. 

Keywords: multi-criteria decision making, TOPSIS, prediction, proteomic analysis.

1 Introduction 

The multi-criteria decision-making (MCDM) tech-
niques are essential tools that have found their applica-
tions in diverse fields of science and engineering. Data 
optimization based on predicting the best alternative and 
ranking candidates can be carried out using these algo-
rithms. In recent years, some MCDM algorithms have 
been used to determine the possible optimal alternatives. 
In these methods, linguistic values are used for the as-
sessment of weights of criteria in order to obtain the 
ranks of alternatives [1-3].  

The technique for order of preference by similarity to 
ideal solution (TOPSIS) is an MCDM method which is 
more appropriate than other such techniques in the first 
technique. Profit and cost criteria are analyzed according 
to their difference for the candidates [4-6]. The ad-
vantages of TOPSIS are important in science and engi-
neering, which are the use of application, universality, 
consideration of distances to the ideal solutions and sim-
plicity on computation and presentation [7, 8]. 

Proteomic analysis, which investigates the structure 
and function of proteins, is an important issue in engi-

neering and its related fields. In the proteomic analysis, 
the dysregulated proteins in patients are selected, and the 
protein biomarkers that can influence the metabolisms of 
organs, such as bone, cartilage, liver, etc., are identified 
[9-12]. The proteomic pattern identification of diseases, 
such as different varieties of cancers, for which there are 
no early specific symptoms, is considered a necessary 
investigation as no long survival rate is obtained when 
these diseases are diagnosed in advanced stages [13]. 

TOPSIS has been used previously to analyze proteo-
mic data and predict disease stages or cell expression 
profiles [14, 15]. These investigations use this feature 
ranking approach to select the most discriminative pro-
teins from proteomics data for cancer staging. Moreover, 
introduced proteins are also investigated, which can po-
tentially be applied in medical practice. Lower computa-
tional complexity and more production of general results 
without overfitting are the advantages of the approach 
used in these studies.  

Although different machine learning algorithms such 
as neural network (NN), the quick classifier (QC), and 
genetic algorithm (GA) have been applied for protein 
analysis [16-21], their optimization in a comparative 
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study remains a novel topic to be investigated. To our 
knowledge, algorithms such as supervised neural network 
(SNN), QC and GA have not yet been optimized with 
TOPSIS for proteomic analysis. This novel work will 
provide insight into this method for optimizing these al-
gorithms. 

In this work, we investigated the optimization of three 
algorithms, SNN, QC, and GA, for the proteomic analysis 
with TOPSIS. The novelty of the current work relies on 
the feature ranking of the algorithms and their optimiza-
tion with two series of modifications carried out in our 
analysis. We modified the weight values and the number 
of criteria in separate analyses and used TOPSIS as the 
appropriate optimization method to distinguish the profit 
and cost criteria. To our knowledge, the optimization of 
the algorithms used for proteomic analysis has not been 
investigated with this method. 

The rest of the paper includes the following sections. 
In Section 2, we present the methodology of our paper, 
including information on the classification algorithms 
applied for the proteomic analysis and the TOPSIS meth-
od. In Section 3, we present our results in three series of 
analyses. We discuss the results and conclude the paper 
in Sections 4 and 5, respectively. 

2 Research Methodology 

This research work focused on optimizing classifica-
tion algorithms for proteomic analysis with the TOPSIS 
method. The quantitative approach presented here was 
based on this method's characteristics, which allowed 
analyzing these algorithms according to their characteris-
tic differences. 

Three machine learning algorithms: SNN (candi-
date 1), QC (candidate 2), and GA (candidate 3), were 
analyzed in this work as their characteristics were previ-
ously investigated by Swiatly and her colleagues [13]. 

We used the TOPSIS code in python. The steps of this 
method were presented in our previous work [22]. 

We analyzed three algorithms: SNN (candidate 1), QC 
(candidate 2), and GA (candidate 3). These candidates are 
indicated as C-1, C-2, and C-3, respectively. The terms 
considered for the level of the candidates’ criteria, such 
as recognition capability, cross-validation, sensitivity, 
and specificity, which were all the profit criteria, were as 
follows: very high, medium, high, and high for C-1, high, 
high, high and medium for C-2, and very high, medium, 
very high and medium for C-3, respectively. The terms 
used in the table were chosen according to the values of 
the characteristics of these algorithms, as indicated in 
table 3 of the paper of Swiatly and her colleagues [13]. 

3 Results 

Table 1 shows the triangular fuzzy membership de-
grees of the candidates’ characteristics and their mean 
values. 

The alternative weight value of 0.5 was assigned for 
all the profit criteria: recognition capability, cross-
validation, sensitivity, and specificity. In the criteria ma-
trix, the term “true” was used for the profit criteria. 

Table 1 – Triangular fuzzy membership degrees  
of candidates’ characteristics 

Candi-
dates/ 

Criteria 

Recognition  
capability 

Cross  
validation 

Sensitivity Specificity 

Triangular fuzzy degrees 
C-1 0.8, 0.9, 1.0 0.4, 0.5, 0.6 0.6, 0.7, 0.8 0.6, 0.7, 0.8 
C-2 0.6, 0.7, 0.8 0.6, 0.7, 0.8 0.6, 0.7, 0.8 0.4, 0.5, 0.6 
C-3 0.8, 0.9, 1.0 0.4, 0.5, 0.6 0.8, 0.9, 1.0 0.4, 0.5, 0.6 

Mean values 
C-1 0.9 0.5 0.7 0.7 
C-2 0.7 0.7 0.7 0.5 
C-3 0.9 0.5 0.9 0.5 

 
Table 2 shows the values of the candidates’ distances 

from the best and worst alternative of the candidates, 
their similarity coefficients (CCi), and rankings. 
 
Table 2 – The distances from the best alternative and the worst 

alternative, the similarity coefficients, and the rankings 

Candidates di* di
– CCi Ranking 

C-1 0.063 0.061 0.493 1 
C-2 0.072 0.050 0.413 2 
C-3 0.071 0.051 0.417 3 

 
Figure 1 shows the distances from the best and worst 

alternatives and the similarity coefficients of candidates 
with the black, red, and green lines, respectively. 

 
Figure 1 – The distances from the best alternative and the worst 

alternative and the similarity coefficients of candidates 
 
In the second series of analyses with TOPSIS, we de-

termined how the change in the criteria weights could 
affect the algorithm’s output with the same entry data in 
the evaluation matrix. The alternative weights for each 
criterion are shown in Table 2. The recognition capabil-
ity, cross-validation, sensitivity, and specificity weights 
for all the candidates were 0.9, 0.9, 0.9, and 0.2, respec-
tively. These characteristics were considered as the profit 
criteria. 

Table 3 shows the values of the candidates’ distances 
from the best and worst alternatives of the candidates, 
their similarity coefficients (CCi), and rankings. 

Figure 2 shows the distances from the best and worst 
alternatives and the similarity coefficients of candidates 
with the black, red, and green lines, respectively. 
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Table 3 – The distances from the best alternative and the worst 
alternative, the similarity coefficients, and the rankings 

Candidates di* di
– CCi Ranking 

C-1 0.078 0.045 0.366 3 
C-2 0.065 0.062 0.491 2 
C-3 0.064 0.063 0.497 1 

 
Figure 2 – The distances from the best alternative and the worst 

alternative and the similarity coefficients of candidates 

In the third series of analyses, we added a cost criteri-
on to the entry matrix. Recognition capability, cross-
validation, sensitivity, and specificity were the profit cri-
teria. 

We considered labor as a cost criterion for the candi-
dates. 

The terms considered for the level of the candidates’ 
criteria, such as recognition capability, cross-validation, 
sensitivity, specificity, and labor, were as follows: very 
high, medium, high, medium and height for C-1, high, 
medium, high, medium and very high for C-2, and very 
high, medium, very high, medium and low for C-3, re-
spectively.  

Table 4 shows the triangular fuzzy membership de-
grees of the candidates’ characteristics and their mean 
values. 

The alternative weight values of 0.9, 0.9, 0.9, 0.2, and 
0.5 were assigned for recognition capability, cross-
validation, sensitivity, specificity, and labor, respectively. 
In the criteria matrix, the terms “true” and “false” were 
used for the profit criteria and the cost criterion, respec-
tively. 

Table 4 – Triangular fuzzy membership degrees of candidates’ characteristics 

Candidates/ 
Criteria 

Recognition  
capability 

Cross  
validation 

Sensitivity Specificity Labor 

Triangular fuzzy degrees 
C-1 0.8, 0.9, 1.0 0.4, 0.5, 0.6 0.6, 0.7, 0.8 0.6, 0.7, 0.8 0.6, 0.7, 0.8 
C-2 0.6, 0.7, 0.8 0.6, 0.7, 0.8 0.6, 0.7, 0.8 0.4, 0.5, 0.6 0.8, 0.9, 1.0 
C-3 0.8, 0.9, 1.0 0.4, 0.5, 0.6 0.8, 0.9, 1.0 0.4, 0.5, 0.6 0.1, 0.2, 0.3 

Mean values 
C-1 0.9 0.5 0.7 0.7 0.7 
C-2 0.7 0.7 0.7 0.5 0.9 
C-3 0.9 0.5 0.9 0.5 0.2 

 
Table 5 shows the values of the candidates’' distances 

from the best and worst alternatives of the candidates, 
their similarity coefficients (CCi), and rankings. 

Table 5 – The distances from the best alternative and the worst 
alternative, the similarity coefficients, and the rankings 

Candidates di* di
– CCi Ranking 

C-1 0.092 0.046 0.334 3 
C-2 0.104 0.053 0.337 2 
C-3 0.055 0.104 0.656 1 

 
Figure 3 shows the distances from the best and worst 

alternatives and the similarity coefficients of candidates 
with the black, red, and green lines, respectively. 

 
Figure 3 – The distances from the best alternative and the worst 

alternative and the similarity coefficients of candidates 

4 Discussion 

The comparison of the obtained data in the tables and 
figures presented in this paper revealed that the change in 
the weights of alternatives could affect the ranking of 
algorithms. 

Moreover, the ranking did not change after adding 
labor as a cost criterion to the list of criteria. This was 
because the GA, as candidate 3, had better fuzzy 
membership degrees than the two other candidates 
concerning their criteria, so the GA could be ranked in 
first place. In contrast, this algorithm was ranked in the 
second position before adding labor to the list of criteria. 
This showed the importance of the values of the fuzzy 
membership degrees of the cost criterion of algorithms in 
their ranks. 

The obtained results show how the values of the fuzzy 
membership degrees of the algorithms used for the 
proteomic analysis could determine their priority 
according to their score differences. It is worth noting 
that the improvement of the algorithms SNN 
(candidate 1) and QC (candidate 2) could change the 
ranking when labor was considered as a cost criterion. 
For this purpose, it would be required to increase the 
recognition capability, cross-validation, sensitivity and 
specificity of the first and second candidates and reduce 
their labor. The change in the ranking of these algorithms 
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could add further information for the proteomic analysis. 
This issue will be addressed in a further investigation. 

The future of proteomic analysis depends on 
technological developments to resolve current instrument 
limitations, the integration of biological and protein 
research approaches to investigate the biological sciences 
and molecular medicine, and the development of 
quantitative, tissue-specific proteomes for emphasizing 
low-abundance metabolic proteins, a direct look at an 
evolving disease process and extracting the whole factors 
that are involved in the analysis [23-25]. 

These developments will help recognize a specific 
process error before their potentially incorrect diagnosis 
[26]. The TOPSIS method can be used to predict disease 
stages in each investigation. The presented approach can 
also be used to analyze other materials [27-30]. As 
demonstrated in a series of studies, this approach is 
applicable to the selection of the analysis methods of 
biological materials such as DNA, RNA, etc. [31-33]. 
The same method can be applied to the investigation of 
the effects of their properties on their ranks [34-37]. 

Further investigations are required to improve these 
algorithms for the analysis of proteins, as their sensitivity 
and specificity could be improved for their applications in 
science and engineering. 

5 Conclusions 

This paper investigated the prediction of machine 
learning algorithms for analyzing proteomic patterns with 
TOPSIS. The applied method consists of the calculations 
with the evaluation matrice, including the entry data for 
which the matrices of weight values and criteria were 
considered for different analyses. In the presented work, 
the algorithms previously used for the analysis of proteins 
were analyzed, and their rankings were compared. We 
used vector normalization in the TOPSIS method for the 
data normalization. The results of the two first series of 
the analysis showed that the third candidate could replace 
the first one in the rankings when the criteria weights 
were modified. 

In addition, the third candidate could still maintain the 
first position in the ranking when labor was added as the 
cost criterion to the list of criteria. The obtained results 
showed that the optimization of the ranks could be affect-
ed by modifying the candidates’ weights. 

Optimizing the algorithms can lead to a better under-
standing of proteomic analysis with applications in sci-
ence and engineering. 
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Abstract. The article is devoted to creating a refined computer model of the face packing seal (FPS) based on the 
solution of the two-way fluid-structure interaction (2-way FSI) problem. An approach to the average gap was proposed 
based on the micro-space’s working medium leakage between the friction pair’s roughness elements. Three FPS designs 
were studied, in which the following operating parameters were alternately changed: inlet pressure, load factor, stuffing 
box parameters, and friction coefficient. Young’s modulus, Poisson’s ratio, and the thickness of the annular plate at the 
bottom of the stuffing box were also changed. The model was created considering the actual geometry of the FPS. The 
shaft rotation was considered by applying the rotation condition on the wall of the fluid model. The calculation was 
carried out using the ANSYS Multiphysics software. The results of the calculations were presented in the form of 
graphic dependences with a comparison of the hydrostatic and contact pressure distributions over the friction pair width. 
The values of the magnitudes of leakage from the changing parameters were presented. Based on the obtained results, 
an optimal combination of parameters was evaluated for the most efficient design of the FPS. 

Keywords: stuffing-box, ANSYS Multiphysics, hydrostatic pressure, contact pressure, process innovation.

1 Introduction 

For modern mechanical engineering, one of the 
essential criteria, in addition to energy efficiency, in 
compliance with accepted environmental standards [1, 2]. 
For pump units, this criterion is related to the leakage of 
the working medium into the environment. That is why 
one of the essential tasks today is the improvement of the 
existing systems of pump seals. 

In addition, the need for pumping both liquid and 
gaseous substances is constantly increasing [3]. The most 
common type of seal is stuffing box seals, which are used 
both for sealing shafts of centrifugal pumps and for 
armature spindles. 

Stuffing box seals have become widely used in pumping 
units that pump neutral media at normal temperatures. 
Until now, the stuffing-box remains the cheapest and 
easiest-to-use sealing material. For a long time, the designs 
of stuffing-box seals and the conformity of the packing to 
new operating conditions for various types of industries 
have been improved. Mainly, the seal’s service life was 
increased while maintaining a low leakage rate. 

The stuffing box has many options, as it is a central wire 
with braided fibers. Packings with fluoroplastic fibers 
(PTFE) have become widespread, as this material is often 
used as a sealant in fixed joints. In addition, the stuffing 
can be impregnated with liquid materials based on silicone, 
which ensures a low friction coefficient and, as a result, a 
low friction temperature. 

Today, end mechanical seals are most often used to seal 
the shafts of centrifugal machines. Therefore, the most 
energy-efficient packing seal is the face packing seal of 
various modifications. Because of this, the improvement 
of this type of stuffing box seal is considered the most 
expedient [4]. This work will consider some structural 
improvements of the FPS. 

In today’s world, the process of improving any element 
or system is impossible without the use of computational 
technology. The existing software complexes are capable 
of processing huge arrays of data. They allow you to create 
any computer model with conditions as close as possible 
to real ones. Some problems, such as problems of 
hydroaeroelasticity, thermoelasticity, and other 
interdisciplinary issues, are quite complex to solve 
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analytically, and it is necessary to resort to numerical 
modeling of specific processes. 

Now there are commercially available software 
packages ANSYS Multiphysics, STAR-CCM+, Open 
FOAM, etc., making it possible to create interdisciplinary 
models. 

The fluid-structure interaction problem is the 
interaction of some solid moving body that deforms with 
an internal or surrounding fluid flow. This interaction can 
be stationary or oscillating. In oscillatory interactions, the 
stress induced in the rigid structure causes the body to 
move so that the source of deformation is reduced, and the 
solid body returns to its original state only to repeat the 
process. 

In general, three types of problems of Fluid-structure 
interaction are considered: 

1) the problem for a rigid body (Rigid Body FSI) is 
a problem of flow around a rigid body. In this case, there 
are no deformations of the solid body, and only the 
movement of the body in liquid or gas is considered; 

2) the one-way fluid-structure interaction (1-way 
FSI) involves considering very small deformations of an 
elastic body under the action of hydrodynamic forces. This 
algorithm allows you to transfer data from the CFD solver 
to the Mechanical solver and vice versa; 

3) the two-way fluid-structure interaction (2-way 
FSI) is solved when data is transferred in both directions 
between the fluid and solid models. This type of coupling 
is necessary for models with large deformations, such as a 
heart valve or thermal expansion problems, because the 
results of one model significantly change the boundary 
conditions and the result of another [5]. 

This work aims to create a computer model of the FPS, 
which is as close as possible to the real sample in terms of 
leakage indicators and the distribution of hydrostatic 
pressure in the friction pair. Determining the distribution 
of contact pressure in the friction pair is also necessary. 

2 Literature Review 

Until now, any calculations related to compatible 
problems were performed exclusively analytically based 
on the results of experiments [6, 7]. The obtained 
analytical dependences give an idea of the sealing process 
in the stuffing box seal. However, there was a problem in 
comparing the distribution of contact pressure in a friction 
pair, as it was impossible to determine it experimentally. 

Later, with the help of the ANSYS software complex, it 
was possible to create simple models of FPS. The one-way 
FSI problem is solved in [8]. These models served as the 
foundation for creating and improving further models of 
gland seals. 

Separately, it is essential to note that in works [9-12], 
the stuffing box is considered as a porous body with 
experimentally determined coefficients of porosity and 
permeability. At the same time, the FSI problem is not 
solved, and calculations are based on Darcy’s law. 

3 Research Methodology 

The computer model of the FPS represents a sector of 
1/6 of the sealing part (Figures 1, 2). Such a simplified 
model makes it possible to use less machine time for 
calculation. The model was developed with the help of 
the ANSYS software complex. This software complex 
allows you to solve various interdisciplinary problems, 
including the FSI problem. In this case, the two-way FSI 
problem is considered. The solution to this problem is 
based on a distributed approach with a strong coupling 
between the elements of the solver. 

 

Figure 1 – General view of the FPS model 

 

Figure 2 – Section of the FPS model and geometric dimensions 

As a solid domain act (Fig. 3), packing chamber 1, 
packing ring 2, and bushing support disk 3. In the 
modernized version, the FPS has an annular plate (solid 4 
and with grooves in the form of a trapezoid 5).  Figure 4 
shows two conditional lines, along which the hydrostatic 
and contact pressure distributions will be determined. The 
first line passes through the groove and divides the plate 
segment into two symmetrical parts. Conventional name - 
groove line. The second line runs along the edge of the 
plate segment and has the conventional nameplate line. 
The position of these two lines is chosen so that it is 
possible to see the difference in pressure distributions for 
the traditional design (Fig. 3 a) and for designs with an 
annular plate (Fig. 3 b, c). 

The boundary conditions for the solid domain are as 
follows (Table 1, Figures. 3–5).
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a                                                                  b                                                            c 

Figure 3 – FPS designs: a – traditional; b – with an annular plate at the bottom of the stuffing box;  
c – with grooves in the annular plate 

 

Figure 4 – Sketch and geometric dimensions of the groove in the plate 

Figure 5 – Boundary conditions of the solid domain 

Table 1 – Boundary conditions for the solid domain 

No. Structural element 
Boundary 
condition 

1 The walls of the packing 
chamber 1 (C on Fig. 5) 

Fixed support 

2 The surface between the annular 
plate 4/5 and the packing 
chamber 1 

Frictional 
contact 

3 The surface between packing 
ring 2 and packing chamber 1 

Frictional 
contact 

4 The surface between packing 
ring 2 and annular plate 4/5 

Frictional 
contact 

5 The surface between packing 
ring 2 and bushing support disk 3 

Frictional 
contact 

6 The surface of the stuffing box B 
on Fig.5 

System coupling 
region 

7 The surface of sleeve A on Fig.5 Pressure 
8 Side surfaces of the model (Low, 

High in Fig.5) 
Cyclic region 

 
The fluid body model is based on the idea that the 

working medium flows in a friction pair along channels 
formed by micro-irregularities. In the sealing process, 

these micro-irregularities acquire an arbitrary shape and 
size within the main dimensions of roughness (protrusions 
and depressions) [13]. Thus, it can be concluded that 
leakage occurs through an averaged gap with a fixed size. 
Based on such a representation, it is possible to create a 
fluid domain that will interact with the stuffing box model. 
A finite-element mesh was created for such a fluid domain, 
and boundary conditions were determined (Table 2, 
Fig. 6). 

The size of the averaged gap was chosen so that in the 
created model, the leakage rate coincided with the leakage 
determined in the experiment [14]. In the experiment, the 
traditional design of the FPS was studied, the shaft size 
was 40 mm, and the outer and inner radius of the stuffing 
box was 45 mm and 35 mm, respectively. Physical and 
mechanical parameters of the stuffing box: Young’s 

1 

2 

3 

5 

4 

Groove line 

Plate line 
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modulus – 50 MPa, Poisson’s ratio – 0.4. For the seal 
operation mode: inlet pressure – 0.4 MPa, shaft rotation 
speed – 3000 rpm, the leakage rate is 1.1 l/h. This level of 
leakage in the computer model is satisfied with an average 
gap height of about 3 μm. 

Figure 6 – Boundary conditions for the liquid domain 
 

Table 2 – Boundary conditions of the fluid domain 

No. Surface name Boundary condition 
1 Inlet Inlet 
2 Outlet Outlet 
3 Wall Wall 
4 Fluid-Solid interface System coupling 
5 Symmetry Rotational periodicity 
 
When creating an FSI model, the first task is to connect 

two independent mesh domains together while considering 
the fundamental differences in the mesh formation of each 
domain. A Lagrangian mesh is used for FEA modeling, 
where the finite element mesh is fixed to the mass and 
moves in space as a function of the movement of the mass. 
In contrast, CFD modeling uses an Eulerian mesh, where 
a finite element is fixed in time and space with mass 
passing through the mesh [15]. 

FSI modeling has three main methods of data transfer 
between the fluid and solid domains: the Lattice-
Boltzmann method, the fictitious domain, and the 
Arbitrary Lagrange-Euler method. In this work, the 
arbitrary Lagrange-Euler method is used, in which data 
transmission is carried out through a seamless interface 
(Fig. 7). 

Processing of finite-element meshes introduces another 
classification of the analysis of the FSI problem. The two 
different classifications are conformal and non-conformal 
meshing methods. For the selected method of data transfer, 
it is not essential which method of grid creation will be 
chosen. It does not affect the result of calculations. 

In this problem, a non-conformal type of connection 
between mesh elements of solid and liquid domains is used 
(Fig. 8) 

 

a                                             b 

Figure 7 – The black lines represent the fluid domain 
(Eulerian) mesh, and the gray body represents  

the solid (Lagrangian) mesh 

 

Figure 8 – Non-conformal connection between solid  
and liquid domain elements 

The grid movement created by the arbitrary Lagrange-
Euler method is shown from Fig. 7a to Fig. 7b.  

The basic model of FPS was studied under the 
following conditions (Table 3). 

 
Table 3 – Operating parameters and geometric dimensions 

 Parameter Marking Size 
1 Inlet pressure P 0.4 MPa 
2 Shaft rotation frequency n 3000 rpm 
3 The thickness of the annular plate h 1 mm 
4 The thickness of the averaged gap hgap 3 μm 

5 
The load factor of the support disk 
sleeve 

K 1 

 
The stuffing box has the following characteristics 

(Table 4): 

Table 4 – Characteristics of the stuffing box 

No. Characteristic Marking Size 

1 Size (in cross-section) b 10x10 mm 

2 Young`s modulus E 50 MPa 

3 Poisson's ratio µ 0.4 
4 Coefficient of friction f 0.04 

FPS designs with different parameter values were 
considered. The parameters were alternately changed in 
the following ranges (tab. 5) 

  

Inlet 

Outlet 

Fluid-Solid interface 

Rotational periodicity 

Wall 
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Table 5 – Parameter change ranges 

No. Parameter Marking Magnitudes 
1 Load factor of the bushing support disk K 0.85 0.90 0.95 1 1.1 
2 Young`s modulus (MPa) E 50 150 250 350 – 
3 Poisson's ratio µ 0.40 0.43 0.45 0.47 – 
4 Inlet pressure (MPa) P 0.40 0.80 1.20 1.60 – 
5 Friction coefficient  f 0.04 0.06 0.08 0.10 – 
6 Annular plate thickness (mm) h 0.30 0.50 0.80 1 – 

4 Results and Discussion 

4.1 Parameter K influence analysis  

As a result, to display the complete picture, a 
comparison of the graphs of the hydrostatic and contact 
pressure distribution along the friction pair width is 
presented (Figures 7–9). Such a comparison makes it 
possible to conclude the change in the direct contact zone 
of the stuffing box along the friction pair width. 

First, it should be noted that the change in friction 
coefficients and Poisson’s ratios have little effect on the 
distribution of hydrostatic and contact pressures. 

Therefore, in this paper, the graphs of the pressure 
distribution are indicated for the changes in parameters K, 
E, P, and h. 

For the traditional FPS design (Fig. 9, a), the change in 
the load factor K has little effect on the distribution of 
hydrostatic pressure (Ph), so it changes according to a 
linear law, but at the same time, the distribution of contact 
pressure (Pc) changes. At the load factor K = 0.85, a 
section with a width of 2.5 mm is observed, on which there 
is no contact pressure. Accordingly, there is no contact 
between the friction pairs in this section. That is, in this 
case, 77.5% of the surface of the friction pair is in contact. 
As the value of the coefficient K increases, this section 
decreases, and at a value of K = 1.1, full contact is observed 
along the friction pair width. A sharp jump in contact 
pressure values is observed in the area of contact from 8.5 
to 9 mm, which is caused by a decrease in the hydrostatic 
pressure indicator to zero. The maximum values of the 
contact pressure are not displayed on the graph and are 
presented separately in Table 6. The results obtained for 
the traditional FPS design are taken as a baseline, and 
further comparisons are made with respect to them. 

For the FPS design with an annular plate, the effect of 
changing the factor K is the same as for the traditional FPS 
design (Fig. 9, b). The main difference is that there is a 
decrease in the contact pressure indicators in the areas 
close to the exit from the seal. And as a result, there is a 
decrease in the maximum contact pressure indicators 

(Table 6). On average, the value of the contact pressure 
decreased by 3%. 

In the case of the FPS model with grooves in the 
annular plate (Fig. 9, c, d), a change in the distribution of 
hydrostatic pressure along the width of the friction pair is 
observed at the load factor K = 0.9. When considering the 
line running along the groove (Fig. 9, c), the contact area 
is the smallest and is 1.5 mm, which means that only 
13.5 % of the friction pair surface is in contact. Along the 
line passing through the place of the plate (Fig. 9, d), the 
contact width reaches 5 mm. That is, 45 % of the surface 
of the friction pair is in contact in this place. 

It is worth noting that for all cases, the contact pressure 
value at the groove level decreases, but at the plate level, 
it increases and becomes higher than the indicators of the 
FPS model with an annular plate. 

The sealing at K = 0.85 becomes impossible since the 
critical value of the pressure force transmitted from the 
CFX solver to the solid model solver is reached. At the 
same time, the contact between the bushing support disk 
and the packing is completely broken, which makes it 
impossible to solve the problem further. In practice, this 
means that the hydrostatic pressure squeezes the packing 
so much that it ceases to perform the role of a sealant and 
this causes a high level of leakage through the seal. 

When the coefficient K increases (K = 0.95, 1.0, and 
1.1), the graph of the hydrostatic pressure distribution 
becomes less complete, but the pressure drop remains 
different from the linear law. The distribution of contact 
pressure becomes more like the basic version of the design, 
but at the same time, most of its values are smaller on 
average by 27 %. A sharp jump in contact pressure values 
is observed only in the area from 8 to 9 mm. Therefore, the 
maximum values of the contact pressure are higher than 
the indicators of the basic design by 85 % along the line 
with a groove and by 110 % along the line of a plate 
(Table 6). 

Here figures c and d show the hydrostatic and contact 
pressure distribution on the groove and plate lines shown 
in Fig. 3 
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Table 6 – The value of the maximum contact pressure for the FPS design when the load factor K changes 

No. 
The value of the 

load factor K 

The value of the maximum contact pressure Pcmax (MPa) for FPS designs 

Traditional 
With an annular plate 
at the bottom of the 

stuffing box 

With grooves in the annular plate 

On groove line On plate line 
1 0.85 0.438 0.424 – – 
2 0.90 0.423 0.454 0.701 0.934 
3 0.95 0.495 0.481 0.924 1.000 
4 1.00 0.529 0.512 0.973 1.021 
5 1.10 0.577 0.560 1.152 1.278 

 

 
a 
 

 
b 
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c 

 
d 

Figure 9 – Hydrostatic Ph and contact Pc pressure distribution, which depends on load coefficient K for classic face seal (a),  
face seal with bottom plate (b), and face seal with grooves in the bottom plate (c, d) 

4.2 Parameter E influence analysis 

For the traditional FPS design (fig. 10, a), the change 
in Young’s modulus does not significantly affect the 
hydrostatic or contact pressure change. Their distribution 
remains almost linear. Contact is observed over the entire 
width of the friction pair. 

A change in the shape of the contact pressure 
distribution with an increase in Young`s modulus value is 
observed for the FPS design (fig. 10, b) with an annular 
plate. 

 

 
In this case, the stiffness of the structural pair of 

packing + annular plate changes in such a way that the 
contact pressure tries to equalize. That is, in the area 
towards the center of the friction pair width (from 0 to 4.75 
mm), the contact pressure increases, while in the area after 
the center (from 4.75 to 9.0 mm), the contact pressure 
decreases. It will be useful to use this property when 
designing the FPS design with the best parameter 
combination. 
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For the design of the FPS with grooves in the plate 
(Figures 10c-d), a change in hydrostatic pressure 
distribution is observed when Young’s modulus increases. 

The graph of hydrostatic pressure distribution becomes 
fuller. At the same time, the distribution of contact 
pressure decreases with an increase in Young’s modulus 
value, but in general, it repeats the picture shown in 
Fig. 9c-d for the load factor K = 1. 

Table 7 shows the indicators of the maximum 
hydrostatic and contact pressures, which are unmarked on 
the graphs (Fig. 10). 

Figures 10c-d show the hydrostatic and contact 
pressure distribution on the groove line and plate line, 
shown in Fig. 3. 

Table 7 – The value of the maximum contact pressure for the 
design of the FPS when Young’s modulus E changes 

No. 
Young’s 
modulus 
(MPa) 

The maximum contact pressure  
Pcmax (MPa) for FPS designs 

Traditional 
With an 
annular 

plate 

With grooves in 
the annular 

plate 
On 

groove 
line 

On 
plate 
line 

1 50 0.529 0.512 0.972 1.021 
2 150 0.529 0.485 0.804 0.917 
3 250 0.527 0.462 0.802 0.881 
4 350 0.526 0.444 0.761 0.852 

 

 
a 

 
b 
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c 

 
d 

Figure 10 – Hydrostatic Ph and contact Pc pressure distribution, which depends on Young’s modulus E for classic face seal (a),  
face seal with bottom plate (b), and face seal with grooves in the bottom plate (c, d) 

4.3 Parameter P influence analysis 

All three designs do not have significant differences 
depending on the input pressure value (Fig. 11). 
Pressure distributions change proportionally with 
increasing inlet pressure. Also, regardless of the value 
of the input pressure, a contact is present over the entire 
width of the packing, provided by the load factor K=1. 

 
Separately, Table 8 lists the values of the maximum 

contact pressure, which are not shown on the graphs 
(Fig. 11). 

Figures 11c-d show the hydrostatic and contact 
pressure distribution on the groove line and plate shown 
in Fig. 3. 
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Table 8 – Values of the maximum contact pressure for the FPS design when the inlet pressure P changes 

No. Inlet pressure, MPa 
The value of the maximum contact pressure Pcmax (MPa) for FPS structures 

Traditional With an annular plate 
With grooves in the annular plate 

On groove line On plate line 
1 0.4 0.529 0.512 0.972 1.021 
2 0.8 1.047 1.022 1.916 2.147 
3 1.2 1.573 1.522 2.497 3.227 
4 1.6 2.037 2.000 3.474 4.513 

 

 
a 

 
b 



 

E22 MECHANICAL ENGINEERING: Computational Mechanics 

 

 
c 

 
d 

Figure 11 – Hydrostatic Ph and contact Pc pressure distribution which depends on inlet pressure P for classic face seal (a),  
face seal with bottom plate (b), and face seal with grooves in the bottom plate (c, d) 

4.4 Parameter h influence analysis 

A decrease in the thickness of the plate influences 
the distribution of contact pressure (Fig. 12). A tendency 
to equalize the contact pressure is observed, similar to 
the situation with Young’s modulus change. But unlike 
Young’s modulus, the limit of reducing the plate 
thickness is determined by the strength and rigidity of 
the FPS design. Thus, using a plate with a thickness of 
less than 0.3 mm leads to a loss of rigidity and eliminates 
any sense of its use at the bottom of the stuffing box. 

It can also be noted that, for a design with a plate, 
there is no effect on hydrostatic pressure distribution by 
a change in the plate thickness (Fig. 12a). For the FPS 
design with a groove in the plate, as the plate thickness 
decreases, the hydrostatic pressure curve gradually 
approaches a linear law, i.e., its filling decreases. When 
the thickness of the plate is less than 0.5 mm, the 
opposite situation is observed - the distribution becomes 
less filled and more concave. Thus, a slight increase in 
contact pressure is observed, and the most significant 
degree of its alignment is ensured. 
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Table 9 – The value of the maximum contact pressure for the FPS design when the plate thickness changes h 

No. 
Plate thickness,  

mm 

The value of the maximum contact pressure Pcmax (MPa) for FPS designs 

With an annular plate 
With grooves in the annular plate 

On groove line On plate line 
1 0.3 0.376 0.626 0.852 
2 0.5 0.445 0.818 0.989 
3 0.8 0.499 0.917 1.007 
4 1.0 0.512 0.972 1.021 

 

 

a 

 

b 
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c 

Figure 12 – Hydrostatic Ph and contact Pc pressure distribution which depends on plate thickness h for face seal with bottom 
plate (a) and face seal with grooves in the bottom plate (b, c)

4.5 Analysis of research. Choosing the FSP 

design with the best parameters combination 

Based on the computer simulation results, the 
following points can be identified that are useful for 
practical use. Firstly, the design of the FPS with grooves 
in the annular plate at the bottom of the stuffing box 
allows you to generally reduce the amount of contact 
pressure across the width of the friction pair. Secondly, 
changing parameters E and h create conditions for 
equalizing the contact pressure on the same contact area. 
Thus, based on the results described above, it is possible 
to propose an FPS design with the best parameter 
combination. 

Comparative Table 10 presents combinations of FPS 
designs and parameters that indicate the impracticality 
of the combination (red), the possibility of combination, 
but not a high degree of improvement in indicators 
(yellow), lack of influence (gray) and the best designs 
(green). 

Thus, the best FPS design is a design with an annular 
plate and with grooves in the annular plate at 
E = 350 MPa and h = 0.3 mm. The simulation was 

carried out with the following parameters (Table 11). 
Fig. 13 shows that the combination of parameters E and 
h ensures equalization of the contact pressure across the 
friction pair width than the parameters taken separately. 

Figures 13, 14 show the distribution of hydrostatic 
and contact pressures along the friction pair width for 
FPS designs with the best parameter combination. 

After analyzing the given graphs, the following 
conclusions can be reached. In the design of the FPS 
with an annular plate, smooth equalization of the contact 
pressure is performed (without sharp peak values of the 
contact pressure), which subsequently has a positive 
effect on the intensity of wear of the entire surface of the 
packing in the place of contact with the support disk. 

At the same time, an insignificant leakage rate is 
achieved. At the same time, in the FPS design with 
grooves in the annular plate, the peak value of the 
contact pressure is preserved closer to the exit from the 
seal. However, the overall value of the contact pressure 
distribution is smaller than in the FPS design with an 
annular plate. At the same time, the leakage rate is also 
smaller (Table 12). 
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Table 10 – A comparative analysis 

No. Parameter  
The value of 

the 
parameter 

FPS design 

Traditional 
With annular plate at 

the bottom of the 
stuffing box 

With a groove in the 
annular plate 

1 Load factor K 0.85  – – 
0.90    
0.95    
1.00    
1.10    

2 Young’s modulus  
E, MPa 

50    
150    
250    
350    

3 Inlet pressure  
P, MPa 

0.4    
0.8    
1.2    
1.6    

4 Plate thickness  
h, mm 

0.3 –   
0.5 –   
0.8 –   
1.0 –   

Table 11 – Modeling the FPS designs with the best parameters combination 

 Parameter Marking Size 
1 Inlet pressure P 0.4 MPa 
2 Shaft rotation frequency n 3000 rpm 
3 The annular plate thickness  h 0.3 mm 
4 The height of the average gap hgap 3 μm 
5 Load factor of the support disk K 1 
6 Young’s modulus E 350 MPa 
7 Poisson’s ratio µ 0.4 
8 Friction coefficient f 0.04 

 

 

Figure 13 – Hydrostatic Ph and contact Pc pressure distribution for face seal with the annular plate 
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Figure 14 – Hydrostatic Ph and contact Pc pressure distribution for face seal with grooves on the plate

4.6 Leakage rate analysis  

In addition to the hydrostatic and contact pressure 
distributions, the leakage rate is an essential parameter 
of the seal operation. Table 12 lists the values of leakage 
for all the above-mentioned FPS designs. 

When summarizing the obtained results, it can be 
noted that the leakage rate decreases when the 
coefficients K, E, and h increase. In principle, the 
leakage size differs only in the case of a change in the 
inlet pressure. For all FPS designs, the maximum 
amount of leakage is achieved at an inlet pressure of 
1.6 MPa. 

Separately, it can be noted that for the FPS design 
with a groove in the annular plate where at the load 
factor K = 0.9 there is a sharp increase in the leakage rate 
(almost 3 times) compared to other values of the K 
factors. A similar picture is observed for the parameter 
h = 0.3 mm. 

However, in this case, the leakage rate increases by 
only 18 %. 

Comparing different FPS designs, it can be noted 
that the leakage rate for the annular plate FPS design is, 
on average 5 % lower compared to the traditional FPS 
design. And the leakage rate for the FPS design with a 
groove in the annular plate is, on average, 4.5 % higher 
than the leakage of the traditional FPS design. 

The leakage rate of FPS in terms of contact pressure 
distribution is 0.0607 l/h for the FPS design with an 
annular plate, which is 0.2 % lower than the indicators 
of the traditional FPS design and 0.0614 l/h for the FPS 
design with a groove in the annular plate - which is 
higher by 0.9 % for indicators of the conventional FPS 
design. 

Thus, the FPS design quality depends to a greater 
extent on the contact pressure distribution since the 
change in the leakage rate for different FPS designs is 
insignificant. 

Table 12 – The leakage rate with different parameters and FPS designs 

No. Parameter Value 
The number of leakage for FPS designs, 1/h 

Traditional With an annular plate With a groove 
1 Load factor K 0.85 0.06172 – – 

0.90 0.06174 0.06270 0.18548 
0.95 0.06160 0.06128 0.06452 
1.00 0.06124 0.06123 0.06417 
1.10 0.06137 0.06127 0.06322 

2 Young’s modulus  
E, MPa 

50 0.06124 0.06123 0.06417 
150 0.06088 0.06085 0.06261 
250 0.06081 0.06077 0.06221 
350 0.06079 0.06074 0.06233 

3 Inlet pressure  
P, MPa 

0.4 0.06124 0.06123 0.06417 
0.8 0.12473 0.12401 0.12255 
1.2 0.18943 0.18770 0.19139 
1.6 0.25856 0.25234 0.25387 

4 Plate thickness  
h, mm 

0.3 – 0.06139 0.08336 
0.5 – 0.06199 0.06762 
0.8 – 0.06121 0.06440 
1.0 – 0.06123 0.06417 

Optimal FPS designs 
With annular plate With a groove in the annular plate 

0.06066 0.06139 
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5 Conclusions 

The developed computer model allows for solving a 
complex problem that combines the solution of the 
hydroelasticity problem and the contact problem. This is 
the first successful attempt to develop a model with two-
way coupling for FPS. The obtained results have 
differences from the results obtained experimentally. In 
the experiment, the graph of the hydrostatic pressure 
distribution is more filled and is described by the Poiseuille 
equation. The pressure distribution in the presented 
computer model is reduced to Darcy’s equation. Except for 
the case of the FPS design with a groove in the annular 
plate at the load factor K = 0.9. This means that some 
parameters must be considered when building a model. 
Finding these parameters is the next goal for improving the 
model. 

When comparing different FPS designs, it is observed 
that the presence of an annular plate leads to a decrease in 
contact pressure along the friction pair width. At the same 

time, the leakage rate increases, which is confirmed 
experimentally. 

Nevertheless, the created model made it possible to 
determine the parameters that most affect the distribution 
of contact pressure over the width of the friction pair. This, 
in turn, made it possible to determine the FPS design with 
the best parameter combination in which equalization of 
the contact pressure is achieved. In practice, this means 
that the stuffing box in this operation mode will have more 
uniform wear, and therefore the seal's service life will be 
increased. 
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Abstract. The article considers the problem of machine learning of a wrist prosthesis control system with a non-
invasive biosignal reading system. The task is solved within the framework of information-extreme intelligent data 
analysis technology, which is based on maximizing the system’s information productivity in machine learning. The 
idea of information-extreme machine learning of the control system for recognition of electromyographic biosignals, 
as in artificial neural networks, consists in adapting the input information description to the maximum total 
probability of making correct classification decisions. However, unlike neuro-like structures, the proposed method 
was developed within a functional approach to modeling the cognitive processes of the natural intelligence of 
forming and making classification decisions. As a result, the proposed method acquires the properties of adaptability 
to the intersection of classes in the space of recognition features and flexibility when retraining the system due to the 
recognition class alphabet expansion. In addition, the decision rules constructed within the framework of the 
geometric approach are practically invariant to the multidimensionality of the space of recognition features. The 
difference between the developed method and the well-known methods of information-extreme machine learning is 
the use of a sparse training matrix, which allows for reducing the degree of intersection of recognition classes 
significantly. The optimization parameter of the input information description, the training dataset, is the quantization 
level of electromyographic biosignals. As an optimization criterion is considered the modified Kullback information 
measure. The proposed machine learning algorithm results are shown in the example of recognition of six finger 
movements and wrist. 

 

 

Keywords: information-extreme intelligent technology, machine learning, process innovation, sparse training 
matrix, prosthesis control system, information criterion, electromyographic sensor, biosignal. 

1 Introduction 

Despite a significant number of studies on improving 
the interaction of a person with a disability with a limb 
prosthesis, the convenience, functionality, and prevalence 
of active prostheses in everyday life remain low. For the 
user, the accuracy of movement selection, the 
intuitiveness of control, and the system’s reaction time 
are essential properties of prosthesis control. The main 
direction of the development of hand prostheses is 
provided based on electromyography as a method of 
analyzing the natural control impulses of the nervous 
system. The most advanced are limb prostheses with an 
invasive biosignal reading system. But their main 
drawback is a very high cost on the world market. In 
addition, the use of invasive biosignal reading systems 
requires prior surgical intervention. This makes it 

possible to increase the “biosignal/interference” ratio, 
which significantly affects the accuracy of performing 
cognitive commands but creates additional 
inconveniences for people with disabilities. Non-invasive 
bionic prostheses controlled by signals from passive 
electromyographic sensors, as a rule, have a limited set of 
commands, and the corresponding cognitive commands 
are provided with insufficient accuracy. The reasons for 
this unsatisfactory state are the high noise of biosignals, 
mainly due to the unstable contact of the 
electromyographic sensor. 

The primary trend of increasing the functional 
efficiency of non-invasive hand prostheses is the 
application of intelligent information technologies of data 
analysis based on machine learning and pattern 
recognition. The complexity of the information synthesis 
of the intelligent prosthesis control system lies in need to 
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solve scientific and methodological problems caused by 
the arbitrary initial conditions of the operation of the 
prosthesis control system and the intersection in the space 
of features of recognition classes that characterize the 
possible permissible movements of the prosthesis. 

The article deals with the issue of increasing the 
functional efficiency of the machine learning system for 
controlling a wrist prosthesis with a non-invasive 
electromyographic system for reading biosignals by using 
the so-called sparse training matrix.  

2 Literature Review  

Papers [1, 2] consider hand prostheses with an 
invasive system for reading biosignals, which require 
surgical intervention and have a high cost, being 
considered. Works [3, 4] describe prostheses endowed 
with a tactile function capable of recognizing and feeling 
the surface of an object. In addition, work [5] proposed to 
increase the accuracy of cognitive command execution 
using an additional eye movement optical tracking 
system. Still, this approach significantly increases the 
prosthesis’s cost and complicates its use conditions. As 
for existing non-invasive prostheses controlled by signals 
from passive electromyographic sensors, achieving high 
accuracy depends on the reliability of recognizing 
electromyographic biosignals by the prosthesis control 
system. This is especially relevant when recognizing 
electromyographic biosignals of cognitive commands for 
the movement of individual fingers, even with 
undamaged muscle tissue. The unsatisfactory state of 
recognition of biosignals of the relevant cognitive 
commands is due to the shortcomings of modern 
intelligent information technologies of data analysis. 
There are well-known machine learning algorithms for 
establishing correspondence between biosignals and 
cognitive commands based on neural networks [6–8] and 
the method of support vectors [9, 10]. But the main 
disadvantages of these methods are sensitivity to the 
multidimensionality of the dictionary of recognition 
features and the alphabet of recognition classes, which 
occurs when recognizing biosignals of cognitive 
commands. In works [11, 12], it is proposed to use input 
data extractors built on artificial neural networks, which 
do not exclude the loss of information. The paper [13] 
considers the possibility of using fuzzy neural networks 
for signal recognition, but at the same time, there is also a 
problem of multidimensionality. 

The use of ideas and methods of the so-called 
information-extreme intelligent technology (IEIT) of 
data analysis, which is based on maximizing the system’s 
information capacity in the process of machine learning 
[14, 15], should be considered as a perspective direction. 
The central paradigm of information-extreme machine 
learning, as well as in neuro-like structures, is adapting 
the system’s input information description to the 
maximum reliability of pattern recognition. But in 
contrast to neuro-like structures, the decision-making 
rules constructed within the framework of the geometric 
approach are practically invariant to the 

multidimensionality of the space of recognition features. 
The paper [16] considered the information-extreme 
machine learning system for controlling a wrist 
prosthesis for three gestures. 

This article aims to increase the functional efficiency 
of the information-extreme machine learning of the hand 
bone prosthesis control system by optimizing the 
quantization of biosignals at the output of the 
electromyographic sensor. This approach makes it 
possible to form the so-called sparse training matrix, 
which reduces the influence of the power of the alphabet 
of recognition classes on the probability of making the 
correct classification decisions. 

3 Research Methodology 

3.1 Statement of the research task 

Let the alphabet of recognition classes 

},1|{ MmX o

m =  and proper training matrix of the 

“object-property” type be formed 

||,1;,1||| max
)(

, JjNiy j

im == , where N, Jmax – the number 

of signs of recognition features and pattern realizations, 
respectively. 

According to the concept of IEIT a structured vector of 
functioning parameters of the system, trained to reconise 

class o

mX  realisations, is given in the binary space of 

Hamming recognition features: 
 

             ,.,,, = hdxg mmm
              (1) 

 
where  – averaged binary feature vector of the 
recognition class ;  – the radius of the 
hyperspherical container of the recognition class , 
which in the process of machine learning is restored in 
the radial basis of the space of recognition features;  – 
parameter of the field of control tolerances on recognition 
features;  

– quantization step by electromyographic biosignal 
level. 

The parameter  is equal to half of the symmetrical 
field of control tolerances on recognition features as 
shown in Figure 1. 

 

Figure 1 – Tolerance fields for the recognition feature 
 
The following notations are used in Figure 1:  
 – the nominal value of the feature ;  – lower 

normalized (operational) tolerance;  – upper 
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normalized tolerance;  – lower control tolerance; 
 – upper control tolerance;  – field of control 

tolerances;  – field of normalized tolerances. 
The parameters of the system functioning, which 

will be called parameters of machine learning, are 
imposed by the following restrictions: 

• the value range of recognition features is set by 
the maximum battery current of 100 mA 

• the inequality gives the range of values of the 
radius of the recognition class container  

 
)( cmm xxdd  , 

 
where  – intercenter distance between the 

averaged feature vector  and analogous vector  

nearest neighbor class ; 

• the parameter  value range is given by 

inequality  
 

2/H , 

 
where 

H  – the normalized field of tolerances for 

recognition features, which defines the range of values of 
control tolerances; 

• the value of the parameter  is determined by the 

number of biosignal quantization steps in the range 
[0...100 mА]. 

It is necessary for the process of information-
extreme machine learning of the hand prosthesis 
management system to: 

1) optimize the parameters of machine learning (1), 
which provide the maximum value of the information 
optimization criterion in the working (acceptable) area of 
defining its function: 
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1
,                       (2)  

where − the value of the information criterion 
calculated at the -th step of machine learning;  − the 
working area of defining the information criterion; – 
is an ordered set of machine learning steps. 

2) decide whether the recognized realization belongs 
to one of the classes of the given alphabet at the exam 
stage to check the functional effectiveness of machine 
learning. 

Thus, the task of information synthesis of an 
intelligent wrist prosthesis control system consists of 
optimizing machine learning parameters (1) by 
approximating the global maximum of the information 
criterion (2) to its maximum limit value. 

 

3.2 Functional categorical model of machine 

learning 
 
The categorical model of information-extreme 

learning of the prosthesis control system is considered in 
the form of an oriented graph, the edges of which are 
characterized by set mapping operators. At the same time, 
the input mathematical description has the following 
structure 

= 21,;,,,,, ffXYZTGI , 
 

where G – a set of biosignals registered by the system;  
T  – a set of data registration time moments;  
Σ – a dictionary of recognition features; Z – the space of 
possible functional states of the controlled process; Y – 
set of vectors of realizations of recognition classes, which 
forms an input training matrix; Х – binary training 
matrix; 1f  – the operator of the input training matrix Y 

formation; 2f  - binary training matrix formation 

operator Х. 
Figure 2 shows the functional categorical model of 

information-extreme machine learning of the prosthesis 
control system with optimization of control tolerances on 
recognition features and quantization levels of biosignals 
at the output of the electromyographic sensor. 

 

 
 

Figure 2 – Functional categorical model of information-extreme 
machine learning of the prosthesis control system 

 
In Figure 2, the term set , the elements calculated 

at each step of machine learning according to formula (2), 
is common to all optimization contours of vector 

parameters (1). The operator  , in the process 
of machine learning, restores the containers of 
recognition classes in the radial basis of the binary feature 

space, which generally forms a fuzzy partition . The 

operator θ reflects the partitioning  into a fuzzy 
distribution of a priori classified binary feature vectors of 
recognition classes. The next operator is  
where  – the set of hypotheses that checks the main 

statistical hypothesis . The operator  
defines a set of accuracy characteristics , where 

, and operator   calculates a set of values of 

information optimization criterion E that is a function of 
accuracy characteristics. 
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The categorical model contains the contour of 
optimization of control tolerances on recognition features, 
which is closed through the term set  of permissible 
values of control tolerances. At the same time, the 
operator  changes the control field at each step of 
machine learning, and the operator  evaluates the 
dependence of recognition features on the given control 
field of tolerances. In addition, the categorical model 
contains a circuit for optimizing the quantization levels of 
electromyographic biosignals, which includes the term set 

 of admissible values of quantization levels. In this 
circuit, at each step of machine learning, the operator  
changes the quantization level, and the operator  
changes the dictionary of recognition features . The 
operator  regulates the process of machine learning. 

3.3 Description of the machine learning 

algorithm  
 

According to the categorical model (Fig. 2), the 
information-extreme machine learning algorithm of the 
prosthesis control system is presented in the form of a 
three-cycle iterative procedure for finding the global 
maximum of the information optimization criterion (2) in 
the working area of determining its function: 

                    },max{max{maxarg
)(

,
}{

* k

h
kGGG

Eh
Eh






=            (3) 

where  – the average value of the information 
criterion, calculated according to formula (2) at the -th 
step of machine learning;  – the range of permissible 
values of quantization levels of biosignals;  – the area 
of permissible values of control tolerances on recognition 
features.  

The implementation of the machine learning 
algorithm of the prosthesis control system according to 
procedure (3) was carried out with the parallel 
optimization of control tolerances on recognition features, 
in which all tolerances for recognition features change 
simultaneously by a given value.  

The input information for the machine learning 
algorithm is the array of the training matrix  and the 

system of fields of normalized tolerances  for 
recognition features, which sets the range of values of the 
corresponding control tolerances.  

Let’s consider the main stages of information-
extreme machine learning:  

1)  Definition for a given alphabet of the basic class of 
recognition, in relation to which the control tolerances on 
the features of the averaged vector are determined. For 
this purpose, the internal cycle of procedure (3) is 
implemented, the main functions of which are the 
calculation of the information optimization criterion (2) at 
each machine learning step and the search for its global 
maximum, which determines the optimal radii of 
hyperspherical containers of recognition classes. At the 
same time, this procedure is carried out for all classes of 
recognition, which are considered consistently basic. The 

scheme of the algorithm, for example, in the case of the 
base class,  looks like this:  

a)  the averaged feature vector o

mm Xy   is determined; 

b)  the input training matrix is transformed into a 
working binary training matrix, the elements of which are 
determined by the rule 
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с) an array of averaged binary realization vectors is 

formed , it’s elements are 
formed by the rule 

 

 
 

where  − the selection level of binary vector 
coordinates , which is set by default =0,5; 

d) division of the set of averaged feature vectors  
into pairs of nearest neighbors:  = <xm ,xl >, where 
xl – the averaged feature vector of the neighboring class 

; 
e) optimization of the code distance  according to 

the iterative procedure of finding the global maximum of 
the information criterion for machine learning parameters 
optimization in the working area of its function 
determining: 

                              )(
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* maxarg k

m
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when fulfilling the restriction on the value of the radius 

 of the container of the recognition class , it gain 
the form  
 

. 
 

As a result of sorting through all the recognition 
classes, the class with the maximum value of the 
optimization criterion (2) is taken as the basic. Then, for a 
given alphabet with a defined basic recognition class, 
procedure (3) is implemented in full, and optimal lower 

 and upper  control tolerances on recognition 
features are determined, respectively, according to the 
rules 
                     

                ;; *
,

*
,

*
,

*
, +=−= imiBimiH yAyA              

 
Thus, for hyperspherical containers of recognition 

classes, the optimal parameters of information-extreme 
machine learning are the averaged vectors of recognition 
features  for a given alphabet , the radii of 
containers of recognition classes and the system of 
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control tolerances  and  on recognition 
features.  

As a criterion for the optimization of machine 
learning parameters, we will use the modified 
information criterion of Kullbak, the working formula of 
which in case of equally probable two alternative 
hypotheses has the form 
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where  – the amount of events that mean the non-

belonging of "own" feature vectors to the recognition 

class ;  – the number of events that mean 

belonging to "foreign" feature vectors of the recognition 
class ; 10-p – is a sufficiently small number that is 
entered to avoid division by zero; p − a number that is 
recommended in practice to choose from the interval 

31  p . 

The normalized modification of criterion (5) is given 
in the form [2] 
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where maxE  – the value of the information criterion at 

the maximum values of the first and second reliabilities 
and zero errors of the first and second kind. 

Decision rules were formed according to the optimal 
geometric parameters of the recognition class containers 
obtained in the process of machine learning. These rules 
may be presented in production form 
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where  – is a vector to recognizd;  – is the 

function of the vector  belonging to the container of 
the recognition class . 

In expression (6), the membership function for the 
hyperspherical container of the recognition class  is 
determined by the formula 
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where )( )(* j

m xxd  − code distance between the 

vector *
mx  and the vector )( jx to be recognized.  

Since the decision rules (7) are built within the 
framework of a geometric approach, they are practically 
invariant to the multidimensionality of the dictionary of 
recognition features and are characterized by high 
efficiency, which is an important indicator of the 
functional efficiency of the prosthesis control system in 
the working mode. 

4 Results 

The implementation of the machine learning algorithm 
considered above was carried out according to a fuzzy 
classified three-dimensional input learning matrix, 
obtained by processing electromyographic biosignals for 
seven movements of the wrist and fingers:  

a) squeezing the thumb and middle fingers into a ring 

(class оХ1 ); 

b) pinch little finger and thumb (class оХ 2 ); 

c) squeezing the thumb and forefinger into a ring 

(class oX3 );  

d) palm flexion (class oX4 ); 

e) clenching the palm into a fist (class oX5 );  

f) palm extension (class oX6 ); 

i) pinching the thumb and ring finger into a ring (class 
oX7 ). 

Based on the electromyographic biosignals given in 
[17], an input training matrix was formed for each of the 
specified recognition classes. The formation of structured 
vectors of features of the corresponding classes of 
recognition was carried out by time quantization of a 
biosignal with a period of 10 ms at a given time interval 
of 2 s. That is, each vector consisted of 200 recognition 
features, and the number of vectors for each recognition 
class was equal to 40=n . At the same time, in order to 
filter the noise, the quantization of the biosignal began 
when its amplitude reached the threshold value of 30 mV. 

The recognition class  (palm flexion) was chosen as 
the basic one, for which the maximum average value of 
the normalized criterion (5) was obtained. Then, machine 
learning of the prosthesis control system was 
implemented according to the procedure (3). At the same 
time, the quantization level was changed by 20 mV at 
each step of machine learning. Figure 3 shows graphs of 
the dependence of criterion (5) on the radii of the 
recognition class containers at the initial quantization 
level . 
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Figure 3 – Graphs of the dependence of the optimization 
criterion (5) on the radii of the recognition class containers: 

a – class оХ1 ; b – class оХ2 ; c – class oX3 ; d – class oX4 ;  

e – class oX5 ; f – class oX6 ; g – class oX7  

 
In Figure 3, the working (allowable) area of the 

definition of the function of the information criterion (4) 
is indicated by double hatching, in which, with two 
alternative solutions, the first and second reliability is 
more, respectively, errors of the first and second kind. 

The analysis of this figure shows that at the initial 
quantization level of biosignals ( ), the average 
value of the normalized information optimization 
criterion (5) is equal to . At the same time, the 
recognition class  was not classified since there is no 
working area of the defining function of the information 
criterion. In the process of machine learning, the level of 
quantization of biosignals  is considered 
optimal, because the average value of criterion (5) is 
equal to , i.e. increased more than four times. 

Figure 4 shows graphs of the dependence of the 
normalized information criterion (5) on the radii of the 
recognition class containers at the optimal quantization 
level.  

 
                             a                                 b 

 
                            c                                          d 
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        g 

Figure 4 – Graphs of the dependence of the optimization 
criterion (5) on the radii of the recognition class containers at 

optimal level of quantization of biosignals: a – class оХ1 ;  

b – class оХ2 ; c – class oX3 ; d – class oX4 ; e – class oX5 ;  

f – class oX6 ; g – class oX7  
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In Figure 4, all recognition classes have working areas 
for determining the function of the optimization criterion, 
which means they are all informationally separated. To 
construct the decision rules (6), knowledge of the optimal 
geometric parameters of the recognition class containers 
obtained in machine learning is required. The analysis of 
Figure 4 shows that the optimal radii of the containers of 
the recognition classes are equal to:  (the 
Hamming distance in code units is still used here) for the 
class ,  for the class ,  for the class 

,  for the class ,  for the class , 

 for the class  і  for the class oX 7 . 

The relatively low value of the criterion for optimizing 
machine learning parameters indicates the existence of a 
significant intersection of recognition classes in the space 
of Hamming features. 

Conclusions  

The information-extreme machine learning algorithm 
of the prosthesis control system is proposed for the 
recognition of electromyographic biosignals of cognitive 
commands for seven wrist and finger movements. The 
depth of machine learning was equal to the third level, at 
which the geometric parameters of the recognition class 
containers, the system of control tolerances for 
recognition features, and the levels of quantization of 
biosignals from the output of the electromyographic 
sensor were optimized. 

This level of depth of information-extreme machine 
learning made it possible to obtain the information 
separability of all classes of recognition from the given 
alphabet. In addition, optimizing the quantization level of 
biosignals made it possible to significantly increase the 
functional efficiency of machine learning due to the 
formation of a sparse learning matrix. The use of a sparse 
matrix reduces the degree of intersection of recognition 
classes in the feature space, which makes it possible to 
increase the reliability of classification cracks. Based on 
the optimal geometric parameters of the recognition class 
containers obtained in machine learning, decisive rules 
are built that are characterized by high efficiency. 

A promising direction for increasing the functional 
efficiency of the proposed method of information-
extreme machine learning is to increase its level of depth 
by optimizing additional parameters, including input data 
processing parameters. In addition, when increasing the 
power of the alphabet of recognition classes, it is 
advisable to use hierarchical information-extreme 
machine learning. 
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Abstract. Continuous release of synthetic dyes from industrial effluent into surface water poses a huge 
environmental threat and health hazard to humans and aquatic life. The need to right the wrong occasioned by the 
inimical industrial practice of uncontrolled release of carcinogenic dyes into the surface water calls for research into 
effective treatment technologies for the treatment of dye-contaminated industrial effluent. The isotherm of Crystal 
Violet (CV) solution on activated carbon (AC) synthesized from millet stover was investigated and presented herein. 
Samples of AC were synthesized from millet stover at 120⁰C using phosphoric acid as the activating agent. Employing 
varying mix ratios of stover-to-phosphoric acid (1:0, 1:1, 1:2, 1:3, and 1:4), respective samples of AC were synthesized. 
The batch adsorption process of the various samples of the AC in 15 mg/l initial concentration of an aqueous solution 
of CV was carried out at varying times. The CV’s change in the sorbate’s concentration was monitored using a UV 
spectrophotometer. The optimum adsorption time was 240 min. The optimally synthesized activated carbon was the 
1:2 sample having an equilibrium sorbent concentration of 0.74 mg/L and sorbate uptake of 95.1%. Langmuir, 
Freundlich and Temkin isotherm models were employed for the isotherm analysis. The R^2 values of the Langmuir, 
Freundlich and Temkin models were 0.99, 0.90, and 0.94, respectively. The isotherm constants for the Langmuir, 
Freundlich and Temkin models were –1.52 l/mg, –4.08, and 0.005 l/min, respectively. The Langmuir isotherm model 
best fitted the adsorption mechanism with a maximum equilibrium adsorption capacity of 14.0 mg/g. 

Keywords: millet stover, activated carbon, crystal violet, isotherm model. 

1 Introduction 

Activated carbon is a porous adsorbent with a highly 
developed internal pore structure and large surface area 
prepared from the activation of biomass. Activated carbon 
possesses active sites and is applied for the adsorption of 
sorbate molecules. They are usually applied in wastewater 
and municipal water treatments and in air purification [1]. 

Globally, the annual production of activated carbon was 
estimated to be about 100,000 tonnes [2]. The feedstock 
used for activated carbon production is agricultural 
materials which normally are disposed of as wastes [3, 4]. 
Examples of the agricultural wastes used in the synthesis 
of activated carbon include coconut shell [5], rice husk, 
sugarcane bagasse, sawdust [6], yam peels, potatoes peels, 
cassava peels, durian peel [7, 8], and watermelon. The 
carbon content of these materials ranges from 40 to 
90% wt. [9, 10]. Activated carbon is produced by the 
activation process involving the thermal activation of a 
biomass feedstock in the presence of a chemical activating 
agent in an inert atmosphere. The most used activating 
agent for the synthesis of activated carbon is potassium 

hydroxide (KOH), sodium hydroxide (NaOH), zinc 
chloride (ZnCl), phosphoric acid (H3PO4) and potassium 
carbonate (K2CO3). 

Recent studies on the statistics of activating agents 
employed for the synthesis of the activating agent over the 
last two decades have shown that used KOH, NaOH, ZnCl, 
H3PO4, K2CO3, and new activating agents were 22.0, 11.0, 
18.5, 21.0, 14.0, and 13.5%, respectively. 

The active sites of activated carbon contain functional 
groups such as carboxyl, carbonyl, phenol, lactone, and 
quinone responsible for adsorbing contaminants. The 
functional group in a particular activated carbon is a 
function of the biomass feedstock used for the synthesis 
and the synthesis condition. The mechanism and extent of 
adsorption of sorbate molecules on activated carbon is a 
function of the functional group present on the active site 
and their chemical affinity with the sorbate molecules [2]. 

This work aimed to study the isotherm of adsorption of 
crystal violet contaminated water over a low temperature 
synthesized activated carbon using millet stover biomass 
feedstock. 
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2 Research Methodology 

Materials used include; raw millet stover collected from 
a farm in Janguza, Ungogo Local Government Area of 
Kano State – Nigeria, Phosphoric acid, crystal violet 
powder, and distilled water. Equipment includes weighing 
balance (Model; PE-160), shaker (KJ-201 BS 
OSCILLATOR), UV-Vis spectrophotometer (Model; 
Zuzi-4201/20), milling machine, and laboratory oven. 
Apparatus used include measuring cylinder, conical flask, 
crucibles, beakers, and spatula. 

Synthesis of activated carbon was synthesized at low 
temperatures using phosphoric acid as the activating agent. 
Different samples of the AC were prepared to measure a 
constant weight of millet stover in each case and to add a 
varying dosage of phosphoric acid to make 1:0, 1:1, 1:2, 
1:3, and 1:4. The mixture was thoroughly mixed and then 
heated in the oven at 120 °C for 1 h. After activation, the 
activated carbon was washed with distilled water until the 
pH was 7.0. The washed AC samples were dried in the 
oven at 110 °C for 1 h to remove the moisture content. 

Adsorption study of aqueous CV solution (sorbate) on 
varying samples of synthesized AC (sorbent) was carried 
out using 50 ml of CV sorbate at the constant initial 
concentration of 15 mg/l. The adsorption process was 
carried out by continuous mechanical shaking action of a 
laboratory shaker. The percentage sorbate uptake (%A) 
and the equilibrium adsorption capacity of the sorbent,  𝑞𝑒 (mg/g) were determined by the following equations: 

%A =  𝐶𝑜 − 𝐶𝑒𝐶𝑜  × 100;   (1) 𝑞𝑒 = 𝐶𝑜 − 𝐶𝑒𝑚 𝑣,   (2) 

where 𝐶𝑂 – the initial concentration of the sorbate; 𝐶𝑒 – 
equilibrium concentration of the sorbate; m – the weight of 
adsorbent, g; v – the volume of the sorbate, l. 

An isotherm study of the adsorption of CV sorbate on 
the synthesized AC was carried out using Langmuir, 
Freundlich, and Temkin models. Graphical analysis of the 
linearized form of the various isotherm models was carried 
out using experimental laboratory data to establish the 
various model parameters. 

The Langmuir isotherm mechanism is based on the 
monolayer adsorption model and depicts homogeneity in 
the adsorbent surface [17]. The Langmuir isotherm model 
is as follows: 

 𝑞𝑒  = 𝑞∞b𝐶𝑒1+b𝐶𝑒 ,   (3) 

where 𝑞∞ – the monolayer theoretical capacity of the 
adsorbent or the maximum achievable adsorption density 
(mg of adsorbate per 1 g of adsorbent); b – the Langmuir 
equilibrium constant, l/mg. 

The linearized Langmuir isotherm model is as follows: 𝐶𝑒𝑞𝑒 = 𝐶𝑒𝑞∞  +   1 𝑞∞b.  (4) 

The Freundlich isotherm mechanism is based on a 
multilayer adsorption model, and depicts heterogeneity in 
the adsorbent surface [11]. The Freundlich isotherm 

mechanism is based on the multilayer heterogeneous 
adsorption model. The isotherm model is as follows: 𝑞𝑒  = 𝐾𝑓𝐶𝑒1/𝑛,   (5) 

where 𝐾𝑓 – the Freundlich multilayer adsorption 
constant, related to bond strength and the dimensionless 
heterogeneity factor, l/g; n – adsorption intensity. 

The linearized form of the Freundlich isotherm model 
is as follows [12]: 

log 𝑞𝑒  = log 𝐾𝑓  + 1/n log 𝐶𝑒 . (6)  

The Temkin isotherm mechanism is based on the 
interaction between the adsorbent surface and the sorbate 
molecules/ions. The isotherm is developed on the 
assumption that the free energy of sorption is a function of 
the surface coverage [13, 14]. The Temkin isotherm model 
is as follows: 𝐴𝑡𝐶𝑒 = 𝑒𝑞𝑒𝑏𝑡𝑅𝑇 ,   (7) 

where Ce – concentration of the adsorbate at 
equilibrium, mg/l; qe – the amount of adsorbate adsorbed 
at equilibrium, mg/g; T – the absolute temperature, K;  

R – the ideal gas constant, J/(mol·K); 
𝑅𝑇𝑏𝑡  – a measurement 

of heat of adsorption; 
1𝑏𝑡 – the adsorption potential of the 

adsorbent, mol/kJ. 𝐴𝑡 – Temkin constant as the equilibrium binding 
constant (l/min), corresponding to the maximum binding 
energy. Linearized Freundlich isotherm model is as 
follows: 𝑞𝑒 = (𝑅𝑇𝑏𝑡 )ln 𝐴𝑡  + (𝑅𝑇𝑏𝑡 )ln 𝐶𝑒. (8) 

3 Results and Discussion 

Table 1 presents the adsorption results using varying 
samples of the synthesized AC. 

Table 1 – Percentage uptake of CV on the  
various samples of the synthesized AC 

AC Sample Ce, mg/l %A 
1:0 2.1942 85.37 
1:1 0.9427 93.72 
1:2 0.74089 95.06 
1:3 0.9546 93.64 
1:4 0.9974 93.35 

It could be observed that the inactivated sample of the 
millet stover (1:0) had a sorbate uptake of 85.4%. 
However, the 1:1 AC sample gave 8.3% higher sorbate 
uptake, while a further increase of 1.3% was observed for 
the 1:2 AC sample. The sorbent uptake declined for the AC 
samples having a higher dosage of an activating agent. 
Therefore, the 1:2 AC sample was considered the optimum 
synthesized AC sample with an equilibrium sorbent 
concentration of 0.74 mg/l and sorbate uptake of 95.1%. 

For the adsorption carried out using the 1:2 sample, 
Table 2 presents the equilibrium sorbate concentration at 
varying adsorption times. 
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Table 2 – Equilibrium sorbate concentration and  
adsorption capacity at varying adsorption time 

Time, min 𝐶𝑒, mg/l 𝑞𝑒, mg/g 
30 6.01 15.00 
60 3.50 19.20 
90 2.86 20.20 

120 2.51 20.82 
150 1.68 22.20 
180 1.94 21.76 
240 1.77 22.06 
270 1.62 22.30 

Starting with the initial sorbate concentration of 
15 mg/l, the equilibrium sorbate concentration dropped by 
60% after 30 min to attain a value of 6.01 mg/l. 

Using equation (1), the equilibrium adsorption capacity 
after 30 min was 15.0 ml/l. With a further increase in the 
adsorption time, the equilibrium sorbate concentration 
dropped until no substantial decrease was observed after 
240 min. 

Figure 1 shows the Freundlich isotherm graph for the 
adsorption of CV sorbate on the sorbent synthesized from 
millet stover. 

 

Figure 1 – Freundlich isotherm graph of the adsorption process 

The Freundlich model properly fits the adsorption 
mechanism with an R2 of 0.90. The graph had a negative 
slope of –0.2451 and a positive intercept of 3.2. Therefore, 
the Freundlich multilayer adsorption constant, Kf was 
1,584.9 l/g, and the dimensionless heterogeneity factor, n 
was –4.08. 

Figure 2 shows the Langmuir isotherm chart of the 
adsorption of the sorbate on the sorbent. 

The high coefficient of determination, 𝑅2 of 0.99 
showed that the Langmuir model fitted the adsorption 
mechanism perfectly. The graph’s slope was 0.0715 g/mg, 
and the intercept was –0.0471. Therefore, the maximum 
adsorption capacity of the sorbent was 14.0 mg/g. 
Langmuir constant, b was determined as –1.52 l/mg. 

 

 

Figure 2 – Langmuir isotherm graph of the adsorption process 

Figure 3 shows the Temkin graph for the adsorption of 
CV sorbate on the synthesized sorbent. 

 

 

Figure 3 – Temkin isotherm graph of the adsorption process 

The Temkin model also gave a good fit of the 
adsorption mechanism with a fairly 𝑅2 of 0.94. The graph 
had a negative slope of –4.69 and a positive intercept of 
24.54. The adsorption process was conducted at 298 K, 
using the gas constant of 8.314 J/(mol·K), the adsorption 

potential of the adsorbent 
1𝑏𝑡 was –0.002 mol/kJ, and the 

maximum binding energy 𝐴𝑡 was 0.005 l/min. 
Table 3 presents a summary of the various adsorption 

parameters determined for the adsorption of CV on the AC 
synthesized from millet stover. 

Table 3 – Summary of the various isotherm parameters 

Langmuir  Freundlich  Temkin  𝑅2 0.99 𝑅2 0.90 𝑅2 0.94 𝑞𝑒 , mg/g 14.0 𝐾𝑓 , l/g 1,584.9 
1𝑏𝑡, mol/kJ –

0.002 
b, l/mg –1.52 n –4.08 𝐴𝑡, l/min 0.005 
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It could be observed that Langmuir was the best fit 
based on the 𝑅2 value. 

The Langmuir isotherm had the highest 𝑅2 value of 
0.99. This implied that the adsorption process was 
homogeneous monolayer adsorption [15, 16]. 

The equilibrium adsorption capacity was 14.0 mg/g, 
and the Langmuir constant was negative, having a value of 
–1.52 l/mg. This further implied that the sorbate molecules 
had a negative binding affinity to the site of the sorbent 
[17]. 

Although the Freundlich isotherm gave a reasonably 
high 𝑅2 value of 0.90, the isotherm model was unsuitable 
for the adsorption mechanism as the Freundlich constant, 
n representing the multilayer adsorption intensity, was 
negative [18]. 

The Temkin isotherm model also gave a reasonably 
high 𝑅2 value of 0.94. It had a negative adsorption 
potential, implying that the Temkin model was not a good 
fit for the adsorption mechanism. 

4 Conclusions 

Adsorption isotherm study of crystal violet solution 
over activated carbon synthesized from millet stover at low 
temperature was carried out. 

Activation of the stover millet was carried out at 120 °C 
using phosphoric acid as the activating agent. Varying 
sorbent samples based on the activating agent’s dosage 
were prepared. They were 1:0, 1:1, 1:2, 1:3, and 1:4 
samples. 

The Adsorption study showed that the 1:2 sample was 
the optimum, with an equilibrium sorbent concentration of 
0.74 mg/l and sorbate uptake of 95.1 %. The adsorption 
isotherm study using Langmuir, Freundlich, and Temkin 
isotherm models showed Langmuir’s coefficient of 
determination (R2), Freundlich, and Temkin models were 
0.99, 0.90, and 0.94, respectively. The adsorption process 
was homogeneous monolayer adsorption as the Langmuir 
isotherm model gave the best fit for the adsorption 
mechanism having a maximum equilibrium adsorption 
capacity of 14.0 mg/g and the Langmuir constant of –
1.52 l/mg. The sorbate molecules had a negative binding 
affinity to the site of the sorbent, as suggested by the 
negative value of the Langmuir adsorption constant. 

References 

1. Samsuri, A., Sadegh-Zadeh, F., Seh-Bardan, B. (2014). Characterization of biochars produced from oil palm and rice husks and 
their adsorption capacities for heavy metals. Int J Environ Sci Technol, Vol. 11, pp. 967-976. 

2. Yousefi, M., Arami, S., Takallo, M. (2019). Modification of pumice with HCl and NaOH enhancing its fluoride adsorption 
capacity: kinetic and isotherm studies. Hum Ecol Risk Assess, Vol. 25, pp. 1508-1520. 

3. Rahman, M. M., Bari, Q. H., Mohammad, N., Ahsan, A., Sobuz, H. R., Uddin, M. A. (2013). Characterization of rice husk carbon 
produced through simple technology. Adv. Mater. Sci. Appl., Vol. 2 (1), pp. 25-30. 

4. Alvarez, J., Lopez, G., Amutio, M., Bilbao, J., Olazar, M. (2014). Upgrading the rice husk char obtained by flash pyrolysis for the 
production of amorphous silica and high quality activated carbon. Bioresour. Technol., Vol. 170, pp. 132–137. 

5. Boopathy, R., Karthikeyan, S. (2013). Adsorption of ammonium ion by coconut shell-activated carbon from aqueous solution: 
kinetic, isotherm, and thermodynamic studies. Env. Sci Pollut Res., Vol. 20, pp. 533-542. 

6. Kini, S. M., Saidutta, M. B., Murty, R. V., Kadoli, S. V. (2015). Adsorption of basic dye from aqueous solution using HCl treated 
saw dust (Lagerstroemia microcarpa): kinetic, modeling of equilibrium, thermodynamic. International Research Journal of 
Environment Sciences, Vol. 2 (8), pp. 6-16. 

7. Saueprasearsit, P. (2011). Adsorption of chromium (Cr+6) using durian peel. Intl Conf on Biotechnology and Environment 
Management, Singapore, Vol. 18, pp. 33-38. 

8. Srikun, S., Hirunpraditkoon, S., Nuithitikul, K. (2011). Lead adsorption of activated carbon synthesized from durian peel. Adv. 
Fluid Mechnics Heat. Mass Transf., Vol. 2011, pp. 66-71. 

9. Cui, X., Jia, F., Chen, Y., Gan, J. (2011). Influence of single-walled carbon nanotubes on microbial availability of phenanthrene 
in sediment. Ecotoxicology, Vol. 20, pp. 1277-1285. 

10. Khadhri, N., Saad, M. E. K., Mosbah, M., Moussaoui, Y. (2019). Batch and continuous column adsorption of indigo carmine onto 
activated carbon derived from date palm petiole. J Environ Chem Eng., Vol. 7, 102775. 

11. Alwi, R. S., Gopinathan, R., Bhowal, A., Garlapati, C. (2020). Adsorption characteristics of activated carbon for the reclamation 
of eosin Y and indigo carmine colored effluents and new isotherm model. Molecules, Vol. 25(24), 6014. 

12. Bedia, J., Peñas-Garzón, M., Gómez-Avilés, A., Rodriguez, J. J., Belver, C. (2020). Review on activated carbons by chemical 
activation with FeCl3. Journal of Carbon Research, Vol. 6(2), 21. 

  



 

Journal of Engineering Sciences, Volume 9, Issue 2 (2022), pp. F1-F5 F5 

 

13. Huang, Y., Zhao, G. (2016). Preparation and characterization of activated carbon fibers from liquefied wood by KOH activation. 
Holzforschung, Vol. 70, pp. 195-202.  

14. Heidarinejad, Z., Dehghani, M. H., Heidar, M., Javedan, G., Sillanpaa, I. A. M. (2020). Methods for preparation and activation of 
activated carbon: A review. Environmental Chemistry Letters, Vol. 18, pp. 393-415. 

15. Somsesta, N., Sricharoenchaikul, V., Aht-Ong, D. (2020). Adsorption removal of methylene blue onto activated carbon/cellulose 
biocomposite films: Equilibrium and kinetic studies. Mater. Chem. Phys., Vol. 240, 122221.  

16. Zakaria, R., Jamalluddin, N. A., Bakar, Z. M. A. (2021). Effect of impregnation ratio and activation temperature on the yield and 
adsorption performance of mangrove based activated carbon for methylene blue removal. Results in Materials, Vol. 10, 100183. 

17. Islam, M. A., Chowdhury, M. A., Mozumder, M. S. I., Uddin, M. T. (2021). Langmuir adsorption kinetics in liquid media: 
Interface Reaction Model. ACS Omega, Vol. 6, pp. 14481-14492. 

18. Das, B., Mondal, N. K., Bhaumik, R., Roy, P. (2014). Insight into adsorption equilibrium, kinetics and thermodynamics of lead 
onto alluvial soil. Int. J. Environ. Sci. Technol., Vol. 11, pp. 1101-1114. 



 

F6 CHEMICAL ENGINEERING: Processes in Machines and Devices 

 

JOURNAL OF ENGINEERING SCIENCES 

Volume 9, Issue 1 (2022) 

 

Huliienko S. V., Korniyenko Y. M., Muzyka S. M., Holubka K. (2022). Simulation of reverse 

osmosis process: Novel approaches and development trends. Journal of Engineering Sciences, 

Vol. 9(2), pp. F6-F36, doi: 10.21272/jes.2022.9(2).f2  

Simulation of Reverse Osmosis Process: Novel Approaches and Development Trends 

Huliienko S. V.1*[0000-0002-9042-870X], Korniyenko Y. M.1[0000-0002-3031-6212], Muzyka S. M.1, Holubka K.2 

1 National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, 37, Peremohy Ave., 03056, Kyiv, Ukraine;  
2 University of Montpellier, 163, Auguste Broussonnet St., 34090, Montpellier, France 

Article info: 

Submitted: 
Accepted for publication: 
Available online: 

 
May 8, 2022 
September 9, 2022 
September 12, 2022 

*Corresponding email: 

sergii.guliienko@gmail.com  

Abstract. Reverse osmosis is an essential technological separation process that has a large number of practical 
applications. The mathematical simulation is significant for designing and determining the most effective modes of 
membrane equipment operation and for a deep understanding of the processes in membrane units. This paper is an 
attempt at systematization and generalizing the results of the investigations dedicated to reverse osmosis simulation, 
which was published from 2011 to 2020. The main approaches to simulation were analyzed, and the scope of use of 
each of them was delineated. It was defined that computational fluid dynamics was the most used technique for reverse 
osmosis simulation; the intensive increase in using of molecular dynamics methods was pointed out. Since these two 
approaches provide the deepest insight into processes, it is likely that they will further be widely used for reverse 
osmosis simulations. At the same time, for the simulation of the membrane plant, it is reasonable to use the models that 
required the simplest solutions methods. The solution-diffusion model appears to be the most effective and flexible for 
these purposes. Therefore, this model was widely used in considering the period. The practical problems solved using 
each of the considered approaches were reviewed. Moreover, the software used for the solution of the mathematical 
models was regarded. 

Keywords: reverse osmosis, membrane, simulation, optimization, software.

1 Introduction 

The pressure-driven membrane processes are widely 
used in many industries, including chemical, food, 
pharmaceutical, biotechnologies, water treatment, and 
environmental protection. The mathematical simulation of 
the process plays an essential role in designing and 
exploring such equipment since this technique defines the 
most rational design of apparatus and operation modes 
with a lower number of experimental investigations. 
However, there exists quite a significant number of 
approaches to the simulation. Therefore, the systematized 
information about types of mathematical models of 
pressure-driven membrane processes would help choose 
the simulation method for the particular process. In 
previous work [1], the attempt was to systematize the 
theoretical investigation of pressure driven membrane 
processes from 2000 to 2010. This work is an extension of 
the previous one, and the works published between 2011 
and 2020 are considered there.  

First of all, it should be noted that in work [1], in the 
waste majority of cases, it was considered the articles 

published in the leading thematic journal, namely Journal 
of Membrane Science and Desalination by Elsevier. In 
contrast, the attention to the other publication was 
insufficient. Also, during the considered period, new 
thematic journals began to be issued, particularly 
Membranes by MDPI. Therefore, the current work 
analyzed the bigger number of journals and more than 
1000 publications dedicated to pressure driven membrane 
processes simulation. The publication distribution by years 
is shown in Figure 1, and the distribution among the main 
processes is shown in Figure 2. 

It can be seen from Figure 1 that despite the drop in 
2017 and 2018, the number of publications stable 
increased, which is evident that the actuality of such kind 
of investigation is increased. Moreover, the trend of the 
increase is more clearly seen than it was in work [1]. 
Figure 2, in turn, shows that the most significant number 
of research is dedicated to the question of simulation of 
reverse osmosis, which is the most widely applicated 
industrial pressure-driven membrane process. Also, a 
significant number of publications are dedicated to the 
simulation of nanofiltration (NF) and forward osmosis 
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(FO), which in work [1] was not considered. A lesser 
number of works are dedicated simulation of ultrafiltration 
(UF), microfiltration (MF), and also membrane 
bioreactors. The last ones were not considered in work [1] 
as a separate kind of process. 

Taking into account a large number of publications in 
the considered period it was decided to make a review for 
each process separately. Correspondingly, the purpose of 
the current work is the analysis and generalization of the 
investigations dedicated to the simulation of reverse 
osmosis in the period from 2011 to 2020. The objectives 
of the research include: (1) the review and evaluation of 
areas for applications of the different approaches to RO 
simulations; (2) the comparison of the trends in 
developments of methods of RO simulation in the first two 
decades of the XXI century; (3) the analysis perspectives 
of the development of the RO simulation. 

The distribution of the published works dedicated to RO 
simulation is shown in Figure 3. The represented data 
demonstrate that the research interest in this direction was 
steadily increasing. 

 

Figure 1 – The distribution of the publications selected for 
review by the years 

 

Figure 2 – The distribution the publication selected for review 
by the processes 

 

Figure 3 – The distribution of publications dedicated to the 
simulation of reverse osmosis by the years 

As in work [1], the review does not claim 
comprehensiveness, however, it allows to sufficiently 
evaluate the main trends in the mathematical simulation of 
RO and the areas of application of the main approaches to 
the simulation. 

It should be noticed that in 2011-2020 several 
substantial review articles were published in which the 
question of reverse osmosis simulation was considered. 
These works will be discussed below. 

2 Research Methodology 

In work [1] it was noticed that the traditional models 
include the following groups: irreversible 
thermodynamics-based models, diffusion-based models, 
and pore-flow-based models. The investigations with the 
application of computational fluid dynamics, artificial 
neuron networks, optimization, and economic analysis 
were identified as individual groups. The others 
approaches to the reverse osmosis simulation including 
semi-empirical models were also considered separately. 

During 2011-2020 several reviews were published 
which prove the acceptability of such classifications with 
some corrections. In particular, in work [1] the models 
based on Kedem–Katchalsky equation (irreversible 
thermodynamics) were considered, and in work [3] 
detailed analysis of the irreversible thermodynamics and 
solution-diffusion models was made. The traditional 
models were also considered in the general review of RO 
desalination [4] and the review of the desalination 
processes simulation [5]. The reviewed works dedicated to 
the simulation with using of the computation fluids 
dynamics (CFD) [6-8] and molecular dynamics [9-11] 
were also published. Moreover, in works [12-13] it was 
considered both the traditional models and the molecular 
dynamics methods, in addition, in work [13] it was noticed 
that in researches until 2000 the application of the 
preferential sorption-capillary flow model was 
predominated while after 2001 the biggest progress was 
achieved with using of the molecular dynamic methods. 
The question of the RO optimization was considered in 
reviewed works [5, 14], and in work [15] the studies of the 
energy analysis of RO were revied.   

In this review works the authors considered mainly 
modern researches, and the fraction of the works published 
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in the 1960s-1980s is relatively low. They significantly 
provide an indication of the state of art in the reverse 
osmosis mathematical simulation according to the 
individual approaches, however, no one of them did not 
consider all main approaches together. For example, in 
generalized works [12-13] the simulation using the CFD 
methods was not considered, and the attention to the 
artificial neuron networks in the reviews is almost absent. 
Therefore, such a review like the current work would be 
useful for the generalized understanding of the RO 
simulation and the trends of the mathematical modeling of 
RO.  

Taking into account the works [9-11] and work [15], it 
was decided that except the class of models distinguished 
in the previous work [1] to consider individually the 
molecular dynamics method and energy analysis. With 
this, the distribution of the approaches in chosen for the 
review publication is shown in Figure 4. 

As in the previous period, the most number of works are 
dedicated to the simulation with an application of CFD and 
optimization methods, while the number of irreversible 
thermodynamics-based models and pore flow-based 
models is still low. It was unexpected to define the 
relatively high number of models based on the solution-
diffusion concept.    

3 Results 

3.1 Irreversible thermodynamics models 

The main models of this class include the Kedem–
Katchalsky and the Spiegler–Kedem model, which was 
used in the limited extend during 2011-2020 (Figure 5). In 
particular. The Kedem–Katchalsky model was considered 
in works [2, 16-19], the works [20-27] were dedicated to 
the Spiegler–Kedem model, and in works [3, 28], both 
models were used. 

The Kedem–Katchalsky model is based on the 
assumption of a linear relationship between flux and 
potential gradient. The membrane performance, in this 
case, can be determined by using phenomenological 
coefficients [9]. 

The transport through the membrane of non-electrolyte 
binary solutions, caused by the pressure difference and 
also by the osmotic pressure difference, according to the 
Kedem–Katchalsky model can be described by the 
following equations [2]:   

 ( )·w pJ L p=  −  (1) 

 ( )· 1 · ·s wJ c J= + −  (2) 

where Δp is the applied pressure difference; Δπ is the 
osmotic pressure difference; c  is the mean concentration 
of salt in the membrane which can be determined as mean 
arithmetic [2] or mean logarithm [9] value. The values Lp, 
σ and ω are the phenomenological constants that are 
concentration depended.    

 

Figure 4 – The distribution of the RO models in chosen 
publication by classes: 1 – irreversible thermodynamics;  

2 – diffusion; 3 – pore flow; 4 – computational fluid dynamics; 
5 – artificial neuron networks; 6 – molecular dynamics;  

7 –optimization; 8 – energy analysis; 9 – economic analysis;  
10 – others models   

 

Figure 5 – The distribution of the irreversible thermodynamic 
based models in chosen publications 

The selectivity of process can be evaluated be using of 
the rejection coefficient [9]: 

 3

1 1

1 1 s

w

c J
R

c J c
= − = −  (3) 

where c1 is the solute concentration in feed solution; c2 
is the solute concentration in permeate. 

The osmotic pressure value can be defined by the van’t 
Hoff equation [2, 9]: 

 ( )2 3RT c RT c c =  = −  (4) 

where R is the universal gas constant; T is the absolute 
temperature; c1 is the solute concentration near the 
membrane surface. 

 ( ) ( ) ( )
1

1.19 273
i

i T m i = +   (5) 

where T is the solution temperature; m(i) – is molar 
concentration of ions. 
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On the other hand, in work [19] the osmotic pressure of 
glucose solution was determinated as the function of 
concentration: 

 ( )
( ) ( )
( ) ( )
100 / 2 /

ln
100 / /

w g

w g

c M c M
c RT

c M c M

  − −   = −  
 − −   

 (6) 

where R is the gas constant; T is the solutions 
temperatures; Mg is the glucose molar weight; Mw is the 
water molar weight. 

Also, the set of the temperature and concentration 
dependences of osmotic pressure is represented in the 
work [27]. 

The dependences of phenomenological constants in 
equations (1) and (2) from the operation condition are 
discussed in detail in the review work [2].  

The use of the Kedem–Katchalsky model in the 
considered period was limited and related to the simulation 
of the hydrogen peroxide [16, 17], the rejection of N-
nitrosamines [18] and boron [28], and also for the glucose 
solution concentration.    

The more recent Spiegler–Kedem model describe the 
process of the substance transport through the membrane 
using the differential equations in a form [24]: 

 w

dp d
J A

dx dx

 = − − 
 

 (7) 

 ( )1s w

dc
J B J c

dx
= − + −  (8) 

The rejection coefficient can be represented in a 
form [24]: 

 
( ) ( )( )

( ) ( ) ( )( )

2

2

/ 8 /
1

1 exp Pe 1 / 8 /

ic ip is p

ic ip is p

K D RT V r
R

K D RT V r

−  
= −

− − −  −   
 (9) 

where Kic is the factor of the resistance to diffusion; Di 
is the diffusivity of the component i in the pores; R is the 
universal gas constant; Т is the absolute temperature; Vis is 
the solute partial molar volume; η is the solution dynamic 
viscosity; rp is pore radius; ϕ is the volumetric factor; Pe' 
is modified Peclet number. 

In work [3] the other relationship was proposed for the 
rejection coefficient calculation: 

 
( )
1

1
1

1 exp
s

w

R
J

x−

−
= −

 − 
−   

 (10) 

where σ is reflection coefficient; ω– is the local 
permeation coefficient. 

The osmotic pressure value is determinated in the same 
as in the previous case. The phenomenological coefficients 
(7) and (8) in contrast with the Kedem–Katchalsky model 
do not depend on the solvent concentration [3].  

The application of the Spiegler–Kedem model also was 
not wide. But this model was used for the analysis of 
phenol rejection [22], brackish [20] and seawater [25] 
desalination, N-nitrosamines rejection [21, 27], boron 

rejection [24, 28], water purification from organic 
contaminant [23], and glucose concentration [24]. In 
works [22-23], it also noticed that the description of 
processes is carried out for spiral wound modules. 

It also should be noticed, that the thermodynamical 
approach and the phenomenological equation were used in 
work [29]. However, the thermodynamic method were 
also applied for energy analysis, which will be discussed 
below.    

However, in general, the application of the irreversible 
thermodynamics models, despite their relative simplicity, 
in considered period were limited, and the relative number 
substantially decreased compared with previous period, 
considered in work [1]. 

3.2 Diffusion based models 

From Figure 4 it can be seen that in the period 2011-
2020 diffusion based models were used in a quite wide 
range, which was unexpected, taking into account the 
relatively low number of publications with using this 
approach in the previous decade [1].    

In the vast majority of cases, the solution-diffusion 
model was used. Its main assumption is that the skin layer 
is non-porous. In this case the transport of solvent and 
solute can be recognized as diffusion and it can be 
described by the equations in a form [3, 28, 30-55]: 

 ( )w wJ A p=  −   (11) 

 ( )s f pJ B C C= −  (12) 

where Aw is the solvent penetration constant; B is the 
solute penetration constant; Δp is the applied pressure 
difference; Δπ is the osmotic pressure difference; Cf is the 
solute concentration in the feed solution; Cp is the solvent 
concentration in the permeate. 

 ( )0
m m

s m m ml

dC D
J D D D

dx l
= − = − =   

 ( ) ( )m m

f p f p

D K
C C B C C

l
= − = −  (13) 

where Dm is the solute diffusivity in membrane; l is the 
active layer thickness; Cm0 is the solute concentration in 
membrane on the feed side; Cml is the solute concentration 
in the membrane on the permeate side; Km is the partition 
coefficient. 

In general, in several works the relationships for 
determination of the constants in equation (11) and (12) 
are represented.  

For example, in work [46] the solvent penetration 
constant was represented in a form: 

 0· · ·

· ·
i i i iD K c V

A
l R T

=  (14) 

where Di is the solvent diffusivity; Ki is the solvent 
sorption coefficient; ci0 is the solvent concentration in the 
feed solution; Vi is the solvent molar volume; l is the 
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membrane thickness; T is the solvent temperature; R is gas 
constant. The similar relationship was used in work [54]. 

The penetration constant also can be expressed by using 
the membrane resistance concept [30]: 

 
1

·m

A
R

=


 (15) 

where Rm is the membrane resistance; μ is the solvent 
dynamic viscosity coefficient. 

Although, equation (14) directly includes the 
temperature, in several works for taking into account this 
parameter influence in the RO process the others 
relationships were applied. For example, in work [31] for 
this purpose, the change in the viscosity with temperature 
was used. In this case, the equations for the penetration 
coefficients became: 

 ( ) ( )
( )

0 0·A T
A T

T


=


 (16) 

 ( ) ( ) ( )
( )

0 0

0

273,15 ·

·

B T T
В T

T T

+ 
=


 (17) 

where A0, В0 are the coefficient values under base 
temperature. 

In others works, the more complex relationships were 
used. Thus, in work [28] following equations were 
proposed: 

 
1 1 3

298,15
0

10

24·60·60

AE

R T

wA A e

   −− −  
    

=  
 

 (18) 

 
1 1 3

298,15
0

10

24·60·60

BstE

R T

sВ B e
   −− −  

    
=  

 
 (19) 

where EA, EBst are the activation energies of the solvent 
and solute molecules transport through the membrane; R is 
gas constant. 

At the same time, in work [35] for water solution it was 
used equations in a form: 

 
0.14470,62 5

7
,

36.0·10
9.059·10

25 400
f

w T

QT
A

−

−
  =        

 (20) 

 ( )( ), s. .Ref Refexp 0.098s i iB B T T= −  (21) 

The equation (20) was also used in work [37]. 
In work [57] the influence of the temperature was taken 

into account with following relationships: 

 ( ) ( ) ( ) 25 C exp 0.0343 25 at 25 C
w T w

A A T T= −    (22) 

 ( ) ( ) ( ) 25 C exp 0.0307 25 at 25 C
w T w

A A T T= −    (23) 

 ( ) ( ) ( )( )25 C 1 0.08 25 at 25 C
s T s

B B T T= + −    (24) 

 ( ) ( ) ( )( )25 C 1 0.05 25 at 25 C
s T s

B B T T= + −    (25) 

The influence of the temperature was taken into account 
with using of the temperature correction factor. Thus, in 
work [58] the following equation was used: 

 ( ) ( )25 C · · fw T w
A A TFC F=  (26) 

where Aw(T) is the penetration coefficient under base 
temperature (25°С); TFC is the temperature correction 
factor; Ff is the fouling factor. 

The analogical relationships were used in works [59-
60], and in work [43] the more detailed form was applied: 

 ( )· · · · 6
2

f

w F P w p

P
J ATFC FF P P E


= − − −  −  +

  
    

 (27) 

Also, in work [43] the relationships for the temperature 
correction factor were proposed: 

 ( )exp 0.0343 25 25 CPTFC T= −      (28) 

 ( )exp 0.0307 25 25 CPTFC T= −      (29) 

In work [20] the long-term performance of RO plant 
and for the changes of the penetration coefficient in time 
the following relationship was proposed: 

 1 2

· ·

1 2· ·
fp fp

t t
k k

nA e e
− −
 =  +   (30) 

Also, in work [49] except the temperature impact the 
influence of pressure were taken into account with 
following equations:   

 ( )
0

1
1 2

273
exp

273w w f d

T
A A P P

− =  − − 
 

 (31) 

 
0 1

273
exp

273S S

T
B S

− =  
 

 (32) 

Obviously, all represented relationships have a limited 
range of applicability, and the condition of the validity of 
the equations should be checked in the corresponding 
publications. 

The osmotic pressure values can be calculated in the 
same way as in the case of irreversible thermodynamics 
(equations (4) through (6)), and also in some works, the 
other methods of this parameter calculation were 
considered. 

For example, in work [61] the van’t Hoff equation were 
written in a form: 

 
5

·
· ·

·10

i
T C

M


 =  (33) 

At the same time, in work [48] the following 
relationship was proposed: 

 s

s

J
RT

B

 
 =  

 
 (34) 
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Also, the empirical temperature and concentration 
dependences for several substances are represented in 
works [35, 38, 55, 59]. 

For the evaluation of the selectivity both the rejection 
coefficient (equation (4)) and the solvent concentration in 
permeate were used.  

For the rejection calculation were proposed following 
relationships: 

in work [38]: 

 
( )

1

1 wp

i

AC
R

B p

−
 

= + 
 −  

 (35) 

where   is the water concentration in permeate.   
in work [47]: 

 
( )

( )
A p

R
A p B

 −
=

 − +
 (36) 

Also, the relationship between the rejection coefficient 
and other parameters can be represented in a form [41]: 

 
( )1 · wR J

B
R

−
=  (37) 

or [54]: 

 
1 1

1
w

B
R J
= +  (38) 

Also, the relationships for the solute concentration in 
permeate were proposed. In work [38] the following 
equation was used:   

 

( )exp /

f

P

w

w

C B
С

J
B

J k

=
+

 (39) 

where k is the mass transfer coefficient. 
A similar form of equation was applied in works [40], 

[48], and [53]. At the same time, in work [59], the 
temperature correction factor and fouling factor and with 
the accounting of them, the equation for the solvent 
concertation in permeate calculations became: 

 
( )· 11

· · · ·
2

f

P

w

C CF
С B FF TCF

J

+ 
=   

 
 (40) 

where CF is the concentration factor. 
For more accurate analysis of the process the solution-

diffusion model was complemented. In particular, in 
works [33-35, 49, 53, 56] during the RO process 
simulation the concertation polarization was taken into 
account (mainly by application of the film model). 
Moreover, the model was complemented by the material 
balance [49, 53, 55, 62], the optimization methods [35, 45, 
61, 63], unsteady-state conditions [32], and by the fouling 
impact [39]. Also, in work [64] for the description of the 
processes in spiral wound membrane module the 
cylindrical coordinate system was used.   

The solution-diffusion model was primarily used for the 
description of the water purification [30, 33, 36, 38, 47, 50, 
64, 65], including sea water [25, 40, 41, 43, 49, 52, 55, 57, 
61, 66] and brackish water [20, 31, 42, 45, 58, 59, 60, 65] 
desalination, and also the wastewater treatment [30, 48, 51, 
53-54, 56, 67]. Also, with using of this model it was 
described the processes of the removal of zinc [32], boron 
[28, 52], chlorophenol [36, 38], N-nitrosodimethylamine 
[38, 63], weak acids [25], and ammonia compounds [51, 
54], apple juice concentration [35, 37], and also for the 
membrane characterization [46]. The solution-diffusion 
model was also widely used for the analysis of the hybrid 
membrane systems performance [31, 41, 42-43, 48, 55, 57, 
61, 65, 69-70]. In most cases, the processes were analyzed 
in the spiral wound membrane modules [33, 34-35, 37, 39, 
58-60, 64, 68], the hollow fiber modules [62] and 
laboratory cells were also considered.    

For the mathematical models’ solutions, the most often 
used software includes MATLAB [32, 36, 52, 60], ROSA 
[39], and the programing language C++ [36]. 

The other models of this class were used much less 
often. Thus, the solution-diffusion-imperfection model 
was considered in works [71, 72], and the extended 
solution diffusion model was applied in work [72]. 

The solution-diffusion-imperfection model takes into 
account the possibility of the convective transport of 
substances through possible pores (imperfections) in the 
membrane active layer. In this case, the equations for the 
calculation of the solvent and solute fluxes will be written 
in a form [71]: 

 ( )· ·wJ A p L p=  − +   (41) 

 ( )· · ·S f P fJ B C C L p C= − +   (42) 

where L is the leakage factor. 
The rejection coefficient can be calculated by the 

equation [72]: 

 
1

1
B L p

R
A p A p

       = + +        −  −       
 (43) 

The extended solution-diffusion model takes into 
account the influence of the applied pressure on the solute 
transport, which was not considered in the classical 
solution-diffusion model. In this case, the equations 
become [72]: 

 ( )wJ A p=  −   (44) 

 ( )s f p spJ B C C L p= − +   (45) 

here Lsp is the phenomenological coefficient.  
The rejection coefficient can be calculated by the 

equation [72]: 

 
( )

1
1 1 1sp s s

f

L K D

R C A p A p

  
− − = +    −   

 (46) 
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The unexpected wide range of the solution diffusion 
models applications in the considered period is probably 
related to its relative simplicity, because of what there is 
no necessity for the application of the complex 
computational techniques, and also the convenience of the 
model for the hybrid system analysis and the model-based 
optimization. It should be noticed that the significant 
contribution in this field was done by one research group 
[3, 34-38, 57-58, 63]. At the same time, the solution-
diffusion-imperfection model and the extended solution 
diffusion model do not have these advantages, therefore, 
as in the previous period, they were applied in a limited 
range.  

3.3 Pore flow based models 

As in the previous period [1], the models of this class 
were used rarely, yielding to the computational fluid 
dynamics methods. Thus, among the large number of 
publications dedicated to the RO simulation the models 
which directly considered the pore flow are mentioned in 
less than 5% of cases. In most cases, the preferentially 
sorption pore flow model (also known as Kimura–
Sourirajan model) was considered. Also, the surface force-
pore flow model and some other approaches were applied 
(Figure 6). 

Unlike the solution diffusion model, the models of this 
class consider the active layer as porous, and the transport 
is carried out by both diffusion and convection [1].   

The preferentially sorption pore flow model describes 
the solute and solvent fluxes by the equations in a 
form [73]: 

 ( )w wJ A p=  −   (47) 

 ( )s s m pJ B C C= −  (48) 

Such equations have a similar form to solution-
diffusion models, which also can be seen in works [46, 74-
75]. However, as mentioned in the previous review [1], the 
principal difference is in the nature of the transport 
coefficients, which are determined by the different 
conceptions of the active layer structure. Unfortunately, 
due to the low number of publications in the considered 
period, the making of a detailed review of the parameters 
of the preferentially sorption pore flow model does not 
seem possible. 

For the evaluation of the selectivity the concertation in 
permeate may be used. It can be calculated by the 
equation [73-75]: 

 ( )s s m pJ B C C= −  (49) 

Also, in work [73], the recovery ratio, which was 
determined as the permeate and feed ratio, was calculated:   

 ·100%P

f

Q
R

Q
=  (49) 

 
 

 

Figure 6 – The distribution of the pore flow based model in 
chosen publications 

This model was complemented by the balance 
equations [73] and the optimization methods [74-75]. It 
was primarily used for the description of seawater 
desalination [74-76] and industrial effluent purification 
[73, 77], and also for the determinations of the 
characteristics and internal structure of the membrane [46]. 
This model was also used for the analysis of the hybrid 
system [76]. 

Also, in a few works, the surface force-pore flow model 
was found. This model considers the separate pore, which 
dimensions are characterized by the dimensionless 
coordinates [78-79]: 

 
w

r

R
 =  (51) 

 
z

 =


 (52) 

where r is the cylindrical coordinate perpendicular to 
the pore wall; Rw is the pore radius; z is the cylindrical 
coordinate parallel to the pore axis; τ is the average pore 
length. 

Taking this into account, the differential equation 
describing the velocity profile in pores can be written in a 
form [78-79]: 

 
( ) ( ) ( ) ( )2

2 2 3 3

2
1 2 2

1 1d d P

dd

        −   
+ + − −           

  

 
( ) ( ) ( )

1

1 1
1

b

 
− −   +         

  

 
( ) ( )

( )( )
3

2

1 ·

1 exp ,0 0
exp 1

k
  

−      + −  =   −  −   
  

 (53) 
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The physical meaning of the parameters in the equation 
(51) is described in detail in works [78-79].   

The boundary conditions herewith are following [78-
79]: 

 ( ) 0 at 1  =  =  (54) 

 
( )

0 at 0
d

d

 
=  =


 (55) 

The solution of the equation (51) allows to represent the 
solvent and solute fluxes in a form [78-79]: 
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AB

N
X

 =   
  

 
( ) ( )

( ) ( ) ( )

1
2 3

2

0

· ·

exp 1

k

b

−    +    −    +      −  −   
   

 ( )( )exp ,0 d −     (56) 

 ( )
1

0

2
B

AB

N CRT d
X

 =         (57) 

The solute concentration in permeate can be calculated 
by the equation [78-79]: 

 

1

1
3

3

1A

l
C C CRT

l

−
 

= + 
 

 (58) 

Moreover, in work [80] the following equation for the 
rejection coefficient calculation was proposed: 

 
( ) ( )

1
1 1 exp Pe

c

c

K
R

K


= −

− − −
 (59) 

where Pe is the Peclet number.  
In contrast with previous models, the surface force-pore 

flow model is complex and requires complex solution 
methods without visualization, the distinctive for the CFD 
methods. This determined the narrow range of this model 
application which was only used for the description of the 
ground waters purification from pesticides [80].   

Also, in work [81] for the description of the pressure 
driven membrane processes including RO the Hagen-
Poiseuille equation was considered: 

 ( ) ( )2 21

4

dp
u r R r

dx
= − −


 (60) 

However, this approach is more suitable for the 
simulation of the ultrafiltration and microfiltration.  

Despite that, the models of this class take into account 
both diffusive and convective transport through the 
membrane, in work [82], the analytical solution-diffusion 
pore-flow model was presented. Also, in work [83] the 
similarity of the processes in the membrane with 
convective heat transfer was considered. However, that 
approaches were used rarely. 

3.4 Computational fluid dynamics based models 

As mentioned in work [1], the flow conditions have a 
significant influent on the operation of the processes 
during membrane separation, including mass transfer, 
concentration polarization, and fouling layers formation, 
the pressure drop in the membrane channels. Taking into 
account the critical importance of the hydrodynamic 
conditions not only for the membrane processes but for 
engineering in general, the development of the method for 
the mathematical description and analysis of the flow 
named computational fluid dynamics (CFD) is natural. 
The method itself is based on the mathematical description 
of the fluid flow, which includes the Navier-Stokes 
equation, the continuity equation, and the mass and energy 
conversation equation [84]. 

For the steady state laminar flow of the Newtonian fluid 
these equations can be written in a form: 

- the continuity equation [84]: 

 0
u v w

x y z

  
+ + =

  
 (61) 

- the Navier-Stokes equation [84]: 

 
2 2 2

2 2

1u u u P u u u
u v w

x x z x zx y

       
+ + = − + + +

       

 
 
 

 (62) 

 
2 2 2

2 2

1v v v P v v v
u v w

x x z x zx y

       
+ + = − + + +

       

 
 
 

 (63) 

 
2 2 2

2 2

1w w w P w w w
u v w

x x z x zx y

       
+ + = − + + +

       

 
  

 (64) 

- mass conversation equation [84]: 

 
2 2 2

2 2 2

C C C C C C
u v w D

x y z x y z

     
+ + = + +

     

 
 
 

 (65) 

In these equations: u, v, w are the velocity projections 
on the coordinate axes; P is the pressure; С is the solute 
concentration; ρ is the feed solution density; µ is the feed 
solution viscosity; D is the diffusivity. 

The equations are also represented in a similar way in 
works [85-97], including written for the two-dimension 
simplification [89, 91, 96], in the cylindrical coordinates 
[90], and matrix form [93]. Moreover, in works [93-94], 
the unsteady-state conditions were taken into account.   

However, the equations (61) – (65) due to their 
awkwardness are often written in an operator form with 
using of the differential operators, including the full 
derivative operator, the Hamilton operator, the Laplace 
operator etc., and also the rules of the vector and tensor 
analysis. In this case, the equations of the mathematical 
model of the fluid flow can be written in a form: 

- the Navier-Stokes equation [98]: 

 ( ) 2· 0u u P u  + − =  (66) 

- the continuity equation [98]: 
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 · 0u =  (67) 

- mass conversation equation [98]: 

 2 ·D C u C =   (68) 

The equations are written in a similar way, for example, 
in works [6, 99–126]. 

For accounting of the unsteady-state conditions these 
equations can be rewritten in a following way [127]: 

 ( )· 0u
t


+  =


 (69) 

 
( ) ( ) ( )· ·

u
u u p u

t

 
+   = − + 


 (70) 

 ( ) ( )· ·
C

u C D C
t


+  =  


 (71) 

The similar equations are in works [128-129].  
Also, the equations are represented in the reviews [6-8].  
As it was mentioned above, equations (60)-(64) are 

suitable for the laminar flow. However, in the channels of 
the membrane apparatuses, there exist favorable 
conditions for turbulence development. Therefore, the 
models of flow are often supplemented by turbulence 
models. The k-ω and k-ε models are most widely used. The 
distribution between them is represented in Figure 7. 

The k-ε turbulence model operate by the terms of the 
specific turbulent kinetic energy k and the dissipation rate 
ε. The equations of this model are following [138]: 

 2( ) eff

k eff

k

k
uk k S

t

   
+ =   +  + −      

 (72) 

 
( ) eff

k

k

u
t

   
+  =   +  +      

  

 
2

1 2C S C
k v


+  −

+ 
 (73) 

The physical meanings of the parameters in equations 
(72) and (73) are described in work [138].  

This model was also used, for example, in works [91, 
137, 139]. 

 

Figure 7 – The distributions of the main turbulence models in 
the chosen articles 

In contrast, the other model uses the value of the 
specific dissipation rate ω instead of ε. This model can be 
represented in a form [97]: 

 ( )1 1i i

j t

j i j j

u uP
u

x x x x

   
= − +  +        

 (74) 

where the turbulent viscosity can be calculated by 
following equation [97]: 

 
( )

1

1 2max ;t

a k

a F
 = 

 
 (75) 

The equations for calculations of the k and ω values 
according this model are following [97]: 
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+  − 

  
 (77) 

This model was also used, for example, in works [85-
88, 97, 126]. 

Since the equations of models are differential, the 
starting and boundary conditions are needed for the obtain 
the result. These conditions strongly depend from the 
geometrical and physical conditions of the considered 
process, for example, for the equations (61) – (65) for the 
case of the fluid flow in the spiral wound membrane 
channel with the spacer in work [84] the following 
boundary conditions were applied:    

- inlet boundary conditions: 

 0 ; ; 0
i

m
C C u v w

A
= = = =


 (78) 

- membrane boundary conditions: 

 ; 0mC C u v w= = = =  (79) 

- filament boundary conditions: 

 0; 0
C

u v w
n


= = = =


 (80) 

- symmetry face boundary conditions: 

 0; 0
C u v w

z z z z

   
= = = =

   
 (81) 

- outlet boundary condition: 

 0P P=  (82) 

Also, the boundary conditions are described in details, 
for example, in works 89-90, 92, 109, 117, 127-132, 134, 
140], and also in the review work [8]. 

k-ω

k-ε
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Due to the complexity of the equations described above, 
the mathematical models should be solved by numerical 
methods, mainly by using specialized software. In work 
[1], it was noticed, that for the case of RO, the most widely 
used commercial software included ANSYS FLUENT and 
ANSYS CFX, however, in the considered period, the 
range of applied software was wider. The distribution of 
them in chosen publications is shown in figure 8. Since the 
ANSYS software is still the most widely used, it is 
reasonable to consider the ratio between the main 
algorithms (FLUENT and CFX) that are shown in figure 
9. Thus, the ANSYS FLUENT was most widely used, in 
particular, in works [90-91, 95-96, 107, 110, 116, 118, 124, 
126-127. 133, 137-139, 141-145]. The ANSYS CFX was 
applied to a lesser extent, for example in works [85-88, 93, 
113, 128-131, 134, 146-147, 121]. Moreover, the ANSYS 
was used without pointing out the algorithm in works [84, 
99, 121, 123]. Among the other software un should be 
noticed the wide range of applications of COMSOL 
Multiphysics, for example, in works [98-99, 101-106, 111-
112, 119, 122-123, 148], and open-source product 
OpenFOAM [92, 94, 114, 132, 135, 137]. 

The other software, including MATLAB [102, 104, 
117], ROSA [149-151], NUMECA [152], MUSUBI [153], 
was used rarely. Also, in work [154], it was carried out the 
analysis of the possibility of applying the RO seawater 
desalination by the commercial systems CORMIX, 
VISUAL PLUMES, and VISJET. Meanwhile, the popular 
engineering system SolidWorks was not used almost. Only 
in work [121], the geometry was created in this system, 
whereas the calculations were carried out in ANSYS.     

 

Figure 8 – The application of the software for the RO 
simulations   

 

Figure 9 – The application of the algorithms of the ANSYS 
software for RO simulation   

In some works, namely [23, 89, 97, 100, 108-109, 140, 
155-157], it was not pointed out the applied software or 
mentioned that the algorithm of the mathematical model 
solution was designed independently. 

Taking into account the importance of the geometry of 
the channels for the simulation by the CFD method, great 
attention was dedicated to the module design. As in others 
approaches, the greatest number of researches were carried 
out for the spiral wound membrane modules, in particular 
in works [6, 23, 84, 88, 98, 101, 104, 106, 110, 112-114, 
117, 121, 141, 149, 151, 155-157]. In this case, it should 
be noticed, that in work [149] it was declared that the 
influence of the channel curvature is significant and the 
neglect of this factor can lead to a significant mistake. At 
the same time, the channels of the spiral wound membrane 
modules were conditionally rolled out into the plane, in 
particular in works [6, 88-89, 104]. Also, in a significant 
number of works the hollow fiber modules were 
considered [86, 106, 116, 121, 125-126, 137, 139], 
whereas the plate and frame modules were considered in a 
lesser number of the researches [91, 108-109]. The same 
situation is observed for the tubular modules [127, 137], 
and also for the multichannel ceramic modules [124] and 
similar designs [152]. Also, in some works the original 
designs were considered including rotating [90, 142] and 
test and lab cells [98, 135, 143]. The works, in which the 
patterned [111] and corrugated [97] membrane surface, 
should be noticed individually. 

Taking into account the importance of the spiral wound 
modules and the correspondingly large number of studies, 
it was expected, that a large number of the investigations 
by CFD methods were dedicated to the influence of 
spacers on the process performance. Thus, in work [147], 
the important parameters, which impact the process, were 
pointed out. They include the angle between the spacer 
filament, the spacer thickness, and the filament placement 
in the channel. In some works, for example [92, 141, 144, 
155] the commercial spacers designs were considered. 
Also, it should be noticed, that in works [87, 92, 95] the 
spacer filament was considered cylindrical, and in work 
[144] it was considered with the elliptical cross-section. 
Therefore, along with this, it should be pointed out the 
works [104[ and [105], in which the real geometry of the 
spacer was determined by the microscope measurements 
and X-ray computer tomography and reproduced in the 
CFD programs. Moreover, in the result of the comparison 
with the ideal geometry, in work [104] it was mentioned, 
that the cylindrical form of the spacer filament is a good 
approximation, whereas in work [105] it was pointed out 
the possible inaccuracies (in particular the overestimation 
of the pressure drop), which can be obtained without 
taking into account the real geometry of spacer filament. 
The comparison of the wound and non-wound spacers was 
another direction of the investigations, as was shown in 
works [84, 103, 153]. In this case, in work [103], it was 
pointed out, that the wound geometry has advantages, 
while in work [153] it was shown the bigger pressure drop 
in the channel with the wound spacers. Great attention was 
dedicated to the spacer filament placement by the channel 
width, in particular in works [96, 100, 114, 119, 129, 134]. 
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At that, in most cases, it was pointed out, that the pest 
results were obtained for the zigzag placement of the 
filament. The influence of the angle between spacers was 
investigated in works [87-88, 106, 145, 155-157]. In work 
[1] it was pointed out, that the determination of the optimal 
angles is still debatable. The result of the consideration of 
the mentioned publication confirms this statement. In 
contrast with the previous period, in 2011-2020, it was 
proposed a large number of novel spacer designs, in 
particular in many studies the design with the different 
thicknesses of the filament between the spacer nodes, in 
particular in works [99, 101, 102, 112, 113, 118]. Also, it 
was proposed the sinusoidal spacer design [123] and the 
design with the screw thread on the filament [107]. Despite 
the benefits of the proposed designs, there are some doubts 
about the possibility of realizing these geometrical forms 
for the manufacturing of the real spacers taking into 
account their real thickness. The same doubts are also 
related to the original design of the hollow fibers with the 
specific cross-section, with was described in the work 
[116]. These doubts are appearing from the accounting of 
the results of the comparison of the real and ideal 
geometry, carried out in works [104-105]. Moreover, in 
work [148] it was also pointed out the significant influence 
of the deviations from ideal geometry for the multibore 
polymer membrane modules. It also should be noticed the 
application of the multilayer spacers [121, 130]. The novel 
designs of the spacers were also considered in the review 
[8].   

In works using the CFD method, the separation process 
for which the simulation is carried out is not often pointed 
out, however, in most cases, this is about the desalination 
processes [85-87, 101, 108-109, 152].   

In general, the mathematical simulation of the RO using 
CFD methods, as was predicted in work [1], is intensively 
developing and, likely, in the near future, will remain the 
most effective and widely used. 

3.5 Artificial neural networks based models 

In work [1], among the novel approaches except the 
CFD methods, the artificial neuron networks (ANN) were 
considered. Such systems are built by analogy with the 
architecture of the biological nervous systems, which 
mainly consist of simple nerve cells or neurons, which 
work in parallel for the simplification of quick decisions. 
Similarly, the neuron networks are made from a large 
number of primitive processing elements, which are 
organized in a massive parallel set. Then, in the neuron 
networks the artificial connections (synapses), connect 
these elements. They are characterized by the set of the 
weight coefficients, which could be updated in the learning 
proves [79, 158-160]. Thus, the artificial neuron networks 
are the computational method for comparing the input and 
output data from the process be the nonlinear regression 
model. The ANN method has the ability to analyze the 
relationship between input and output data based on the 
functions of the biological neuron networks, as mentioned 
above. The simple architecture of the ANN includes three-
layer namely, input, hidden, and output. The input signal 
received from an external source is multiplied by the 

mentioned above weight coefficients. When the result of 
the multiplication exceeds the threshold, the signal would 
be released and sent to the output depending on the ANN 
activation function. In this respect, three stages, namely 
training, testing, and validating, with several 
computational operations are applied to achieve the 
desired goal through ANN [161].    

The advantages of the simulations using the ANN 
include [160]: (1) the ability of the simulation of complex 
relationships, which is impossible for the models based on 
conventional mathematical methods; (2) in many cases the 
ANN has higher accuracy than conventional mathematical 
models; (3) the ANN can be adapted with new data and 
modernized with them; (4) the best combination of the 
design parameters in the ANN can be obtained by the trial 
and error method. 

In each stage of the ANN, the main computational 
operation has the following form [161]: 

The equations of the output signal for any hidden or 
output layer are determinated by the following 
equations [161]: 

 ( )1
1

1
i n

i i

i

a W X b
=

=

= +  (83) 

 ( )2 1
1

2
j k

j

j

a W a b
=

=

= +  (84) 

where a1, a2 are the output signals of the first and second 
layer correspondingly; X is input parameter; W and b are 
the weight coefficients and bias, correspondingly [161].   

The activation function is used for the data 
normalization in range [0 -1] and [-1 1], which is discrete 
or continuous in a form of sigmoid [161]: 

 ( ) 1

1 s
f s

e−=
+

 (85) 

or in a form of the hyperbolic tangent: 

 ( ) ( ) ( )/s s s sf s e e e e− −= − +  (86) 

s is the value of the input parameter. The network may 
ne linear on nonlinear in the activation function [161]: 

 
1 if 0

1 otherwise

s
f


= −

 (87) 

The normalization equation has following form [161]: 

 ( )min

max min

0.8
0.1i is d d

d d
= − +

−
 (88) 

dmin, dmax and di are minimum, maximum and i value of 
the input/output data correspondingly. The predicted or 
target equation can be represented in a form [161]: 

 2 1
1 1

j k i n

j i i

j i

Y f W f W X
= =

= =

  
=   

  
   (89) 

Y is predicted output value. The weight matrices are 
calculated by applying an error back-propagation method. 
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The accuracy of the weight coefficient depends on the 
minimal error (E) of the output {z(k); 1 ≤ k ≤ K} on the 
learning stage and calculated using the sum of the square 
error [161]: 

 ( ) ( ) ( )2 2

1 1

K K

k k

E e k d k z k
= =

= = − =          

 ( ) ( )( ) 2

1

K

x

k

d k f W k
=

 = −   (90) 

where  xW  is the weight matrices;  x  is input vector; 

and d is desired target value. 
In general, there are three criteria used for the 

evaluation of the ANN performance, namely coefficient of 
correlation (r), mean square error, and mean absolute error 
[162]. 

The ANN are especially effective when it is difficult to 
develop mechanistic models [161].  

In some works, the ANN were used together with other 
methods, in particular with the solution-diffusion model 
[158, 163], the surface force-pore flow model [79], the 
CFD methods [164], and also with the surface response 
methodology [166]. Moreover, in work [79], it was 
noticed, that the ANN predictions were more accurate than 
the surface force-pore flow model ones. Also. The ANN 
were applied for consideration of the systems with a high 
level of fouling [167-168], moreover, in work [168], it was 
mentioned that mechanistic models oversimplify the 
fouling phenomena. 

In most cases, the ANN methods of simulation were 
used for the analysis of the desalination processes [158, 
160, 162, 166, 168-169] and the water and wastewater 
treatment [161, 163, 165, 167]. 

In general, during 2011-2020, ANN were used for the 
RO process simulation in a limited range. The likely 
reason for this is the high enough level of the development 
of mechanistic models, in particular, the suitability of the 
CFD methods for these purposes. The ANN and be used 
the most effectively in systems with a high level of fouling 
[167-168] or systems with nonconventional energy 
sources [163, 169].   

3.6 Molecular dynamics based models 

In addition to the CFD and ANN methods, the 
molecular dynamics (MD) methods are a relatively new 
approach to the RO process. As in the case of CFD, this 
method is based on the numerical solution of the Newton 
equations of motion, but on the molecular level [10]. 

The concept of classical molecular dynamics is based 
on Newtonian mechanics. According to the second 
Newton law, the relationship among the mass, 
acceleration, and force excreted to the particle i is 
described by the equations [10]: 

 
2

2
i

i i i i

d r
F m a m

dt
= =  (91) 

where mi is the particle mass; ai is the acceleration; Fi is 
the force excreted to the particle; ri is the distance between 
particles; t is the time. 

The Newtonian force also can be expressed in a form of 
the gradient of the potential energy [10]: 
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U r
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r


= − = −


 (92) 

Using the relationships, represented by equations (90) 
and (91), it is possible to obtain the trajectories for all 
atoms, which are described by the successive positions, 
velocities, and momenta. These trajectories become the 
initial data for the prediction of the bulk properties of the 
systems, with further conations to the physical 
phenomena [10]. 

Insight the determined system, the pair of atoms are in 
interaction, irrespective of that they are bounded or 
separated by the distance. These interactions formed the 
basis of the simulation by the MD method. From this force, 
the equation for the potential energy can be obtained for 
the description of the stretching, vibrations, and rotation of 
the particles around the bounds as a result of the 
intermolecular force. This equation can be represented in 
the following way [10]:   

 total bond angle dihedralU U U U= + + +   

 VdW Coulomb externalU U U+ + +  (93) 

The values Ubond, Uangle and Udihedral take into account 
the stretching, bending, and torsion, which take place in 
atoms, correspondingly. On the other hand, the values  
UVdW and UCoulomb describe the non-bounded interactions. 
Moreover, the van der Waal’s forces have origin in the 
weak force existing for the non-bounded atoms, whereas 
the UCoulomb is used for the description of the electrostatic 
interactions, which are caused by electrostatic interactions. 
The last term of the total potential energy Uexternal takes into 
account the external forces, applied to the system. In the 
investigation of the RO process, the main external force is 
the applied pressure [10]. 

The protentional energy of the intermolecular 
interaction also can be described by the following 
equation [171, 172]: 

 ( )

12 6
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ij ij i j

ijr
ij ij ij

q q
U

r r r

     
 =  − +            

 (94) 

where rij is the distance between particles i and j; qi and 
qj are the patiale charges of the i and j; εij and σij are 
empirical Lennard-Jones parameters. 

The MD method has an advantage, which consists of 
the ability to achieve the temporal and spatial solutions 
which are difficultly available by experimental 
investigations. For example, the solutions are possible for 
the dimension less than Angstrom and the periods of time 
less than a femtosecond [173].  

Taking into account that the considered approach 
requires large volumes of calculations, the necessity of the 
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special software application is evident. For the MD 
methods realization of the many software packages, 
algorithms, and codes. In particular, for the RO 
simulations the following software was used: Visual 
Molecular Dynamics (VMD) [171-172, 174-178], 
Nanoscale Molecular Dynamics (NAMD) [171-172, 174-
175, 179-180], Groningen Molecular Simulation package 
(GROMACS) [176-178, 181-183], Chemistry at Harvard 
Molecular Mechanics (CHARMM) [172, 175-176, 184], 
Large-scale Atomic/Molecular Massively Parallel 
Simulator (LAMMPS) [185-187], Materials Studio [181, 
188-191], especially Amorphous Cell package of Material 
Studio software [192-193], Assisted Model Building and 
Energy Refinement (AMBER) [180, 192-195], Optimized 
Potential for Liquid Simulations (OPLS-AA) [181-182], 
Condensed-phased-optimized Molecular Potential for 
Atomistic Simulation Studies (COMPASS) [188, 190], 
DL_POLY [194-195]. The data about such software 
developers and more detailed pieces of information about 
its application are represented in the review work [11].  

During the simulation by MD methods, statistical 
techniques were used, including the Monte-Carlo method 
[174, 192-194] and surface response methodology [189]. 
A more detailed description of the MD methods is 
represented in the review work [10].   

Taking into account the features of the method, during 
its application special attention was dedicated to the 
membrane material. In many works, conventional 
materials, such as polyamides [11, 175, 179, 184, 187, 190, 
192-195], sulfonated diamine [189], and polyether 
sulphones [181], were considered. At the same time, a 
significant number of publications were dedicated to the 
use of membrane manufacturing such novel materials as 
graphene [9, 182, 187, 196] and graphene oxide [178, 
197]. Also, the considered method was used for the 
analysis of the performance of the membrane made using 
the carbon [172, 176, 196, 198] and aluminosilicate [185], 
nanoporous carbon [199], boron nitride [171, 200], 
fullerite [188], and MoSe2 [177]. It should be noticed that 
in work [188] it was claimed that the fullerite membranes 
have the higher flux than the graphene and conventional 
membranes, and in work [177], it was declared that the 
flux of the productivity of the proposed membranes is who 
orders of magnitude higher than the commercially 
available membrane one.     

In most cases, the investigation was dedicated the water 
treatment [175-176, 180, 190-191, 194-195, 199, 201], 
including desalination [11, 177, 182-185, 187-188, 192-
193, 196-197, 200] and the heavy metal ions removal [171-
172, 178].    

3.7 Optimization and process control 

In work [1], it was noticed that the determination of the 
optimal condition and processes control are the important 
practical application of the mathematical simulation of the 
pressure driven membrane processes, including RO. The 
large number of publications dedicated to these questions 
in the period from 2011 to 2020 completely confirm this 
statement. 

Also, in work [1] it was noticed, that the optimization 
problem consists in finding the most beneficial values of 
the operation parameters. The important factor of the 
successive optimization procedure includes the choice of 
the target function and the optimization criterion. As in 
20200-2010, in the considered period in most works 
authors used the economical optimization criteria, 
primarily the minimization of costs [49, 61, 74-75, 202-
217], and also the minimization of the energy 
consumption, which is the significant part of the 
operational cost [27, 38, 49, 66, 73, 204-205, 219-228]. 
Also, the economic criteria included the profit 
maximization [229-230], and the minimization of the cost 
factor, which in work [231] was determined as the ratio of 
the water price and energy price in a hybrid system with 
reverse osmosis and pressure retarded osmosis. The main 
technological parameters for optimization included 
maximization of the removal of the component from 
solution 27, 36, 38, 63, 200, 221, 232-233], minimization 
of the concertation [234], maximizing of the permeate 
concertation [35], maximizing of the recovery ratio [235], 
maximizing of the productivity [236-237], and 
minimization of the applied pressure [36]. The other 
direction of the optimization involved the minimization of 
the fouling level [238] and the minimization of the 
environmental impact [230]. In the set of works, 
multiobjective optimization was applied [239-240]. 

In many works, the optimization was carried out based 
on the conventional mathematical models described in 
previous chapters. In particular, the solution-diffusion 
model was the most widely used [35-36, 38, 61, 66, 75, 
204, 209, 214, 218, 221, 241]. Also, it was applied the 
Kedem-Katchalsky model [205, 219], Spiegler-Kedem 
model [27], Kimura-Surirajan [73], the surface force-pore 
flow model [78], and also the molecular dynamics models 
[200]. Moreover, the factor experiment method and other 
regression and statistical methods were applied [212, 228, 
232, 235, 243-244]. The questions of the optimal control 
and processes control were considered in the works [220, 
236-237, 245-248]. 

For the optimization problem solution, a large number 
of methods and algorithms can be used. In the considered 
researches the most widely used methods included the 
nonlinear programming [35, 49, 61, 74-75, 204-211, 218, 
222, 229-230], the generic algorithm [28, 38, 237, 241-
242], the particle swarm method [202, 247, 250], the 
sequential quadratic programming [219, 233], the surface 
response methodology [232], the pattern search algorithm 
[251], the harmony search algorithm [66], and the bees 
algorithm [213]. The work [216] should be pointed out, 
since in it the nineteen optimization algorithms were 
considered and compared. 

For the solution of the considered optimization 
problems the wide range of the software and programing 
languages was applied including Matlab [73, 203, 250, 
252], gPROMS [63, 218, 235], GAMS [49, 209, 211, 246, 
254], Design–Expert [232], ASPEN [214], ChemCAD 
[215], ROSA [206-207], Modelica [219], C++ [36, 38], R 
[244]. 
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As in the most considered RO simulation methods, the 
optimization was applied mainly for the analysis of the 
water treatment processes, primarily the seawater and 
brackish water desalination [49, 61, 66, 73-75, 200, 202-
203, 206-210, 212-217, 219-227, 229, 234-235, 237-240, 
242, 244-246, 248-250, 251-255], the potable water 
production from ground waters [256-257], the wastewater 
treatment [230-231, 238, 258], and recycling [211], and 
also the ultrapure water production [259]. In some works, 
it was considered the special pollutant removal including 
chlorophenol [36, 204, 233, 243], N-nitrosamine [27, 63], 
arsenic [205], boron [218] and bentazon [232]. Except for 
the water treatment, the concentration of the apple juice 
[35] and the maple syrup [228] was also considered. 

The optimization methods appear to be effective for the 
analysis of the hybrid systems performance, in which the 
RO was combined with thermal distillation [214-215, 
241], forward osmosis [238], pressure retarded osmosis 
[219, 229, 231], and forward osmosis and electrodialysis 
[224]. The other important direction was the optimization 
of the system with renewable energy sources [216, 260], 
including solar [202, 216, 253] and wind [216] energy.       

It should be noticed, that the application of the 
optimization methods can give a significant economic 
effect, for example, it was noticed the achievement of 
decreasing of energy consumption by 16% in work [227], 
the decreasing operational cost by 26% in work [209], and 
the economy of the 27 % of the annual costs of the obtained 
product in work [211].   

3.8 Energy analysis 

It was mentioned above that energy consumption is a 
significant part of the operative costs during RO 
exploration. In the period from 2010 to 2020, a large 
number of articles dedicated to calculations and analysis 
of the energy parameters of RO were published, therefore, 
it is reasonable to consider this direction in general terms. 

Mainly, the energy analysis of the RO systems was 
based on the mass and energy balances [43, 228, 261-266], 
theoretical calculations of the specific energy consumption 
[43, 228, 261-266], the exergy analysis [15, 43, 241-242, 
263, 265, 275, 286-290], the pinch-analysis [292], and the 
calculations of the thermodynamical effectivity [293-294].  

It should be noticed that, in many cases, the energy and 
exergy balances were written for the full set-up rather than 
RO apparatuses.  At that the RO can be combined with 
energy recovery systems (including pressure exchangers 
and turbines) [276, 288-289, 290], Rankin cycle [296], 
internal combustion engine [269], electrodialysis [268, 
270], distillation [262-263, 282, 290-291], humidification-
dehumidification [43], membrane distillation [278, 298], 
forward and pressure retarded osmosis [278, 299], 
photovoltage system [264], and capacitive deionization 
[284]. 

As in the case of the optimization, the grate attention 
was dedicated to renewable energy sources including solar 
energy [262-264, 272-273, 275, 289, 293, 297, 301-303], 
wind energy [267, 287, 262-263, 301-302, 304], and also 
tidal energy [266, 272]. 

As in all previous cases, the high effectiveness of the 
analysis was achieved via the application of specialized 
software and programming languages. For the energy 
analysis such means as ROSA [150, 265, 272, 295, 300], 
Matlab [261, 295], ASPEN [205], Visual Design Software 
[288], WAWE [305], EES [289], and R [244] were widely 
used. 

In most cases, the desalination processes were 
considered. Also, in many works, the significant 
economical effect was pointed out. For example, in work 
[287] on the results of the exergo-economic analysis, the 
authors managed to find a way of decreasing energy 
consumption by 24%. In works [288] a similar analysis 
shows that the application of the turbine allows to decrease 
the energy consumption by 49%, and the application of the 
pressure exchanger – by 77. In work [289]. It was shown 
that application of the Pelton turbine allows for recovery 
of 24% of the consumed energy.   

3.9 Economic analysis 

During consideration of most approaches, especially 
optimization and energy analysis, it was pointed out that 
the economic parameters have significant importance for 
the performance analysis of the RO systems. Therefore, it 
is reasonable also to consider in general terms the 
economic methods of the analysis of the considered 
process. 

Except optimization [202, 204-205, 231, 241] and 
energoeconomic analysis [205, 230, 241, 266-270, 280, 
285-287, 306], the economical models included the 
determination of the relationship for calculation of the 
capital cost (CAPEX) [55, 204-205, 234, 230, 266, 268, 
270, 280, 286, 297, 300, 307-317], operating costs (OPEX) 
[55, 204-205, 209, 230, 234, 266, 280, 300, 307, 309-318], 
and product price [268, 274, 280, 297-298, 302, 306-307, 
314, 319-324]. Among other parameters the profit [325], 
cost saving coefficient [319], cost factor [231], and water 
price index [326] can be pointed out. In certain works, the 
simplified economic balance [327] and socio-economic 
evaluation [328] were considered. 

The other joint characteristic of the investigation based 
on economic analysis with ones based on optimization and 
energy analysis is the significant number of works 
dedicated to hybrid systems and systems with renewable 
energy sources. In particular, the hybrid systems RO-
distillation were considered in works [55, 230, 241, 307-
308, 314-315], and the works [321, 241, 300, 309, 311] 
were dedicated to the systems RO-FO and RO-PRO. The 
other hybrid systems including electrodialysis [270, 310], 
crystallization [268, 270], and power plant [55, 274]. 
Among the alternative energy sources, the most attention 
was dedicated to solar energy [202, 297, 302, 308, 320-
321, 328]. Wind energy [302, 306], tidal energy [266], and 
geothermal energy [314] were also considered.     

Among the software, in works dedicated to the 
economic analysis of the RO systems, it was mentioned 
ROSA [231, 266, 324], COMFAR III [323], and ESS 
[324]. 

As in all other approaches to the RO simulation, in most 
cases, the application of RO for the seawater and brackish 
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waters desalination [55, 202, 209, 234, 241, 266-270, 274, 
280, 287, 297, 302, 306-309, 311-312, 314, 317-324] was 
considered. In addition, the questions about wastewater 
treatment [298, 300, 310, 315-316, 327], including the 
removal of certain pollutants such as chlorophenol [204] 
and arsenic [205], were regarded.   

4 Discussion 

In certain works, the other approaches, which cannot be 
related to the described above groups, were applied. Those 
models can be based on the empirical data (both with and 
without combination with conventional models) [329-
336], the mass and energy balances [337-341], the Monte-
Carlo method [342-344], the concentration polarization 
models [345-347] and osmotic pressure [348], the 
boundary layer theory [349], the dynamic modeling [350], 
the materials flow analysis [351], the risk and fault 
analysis [352-353], the numerical methods [354], the 
chemical kinetics and equilibrium [355], or its 
combinations [356]. However, such investigations were 
low numerous and it does not seem possible to define some 
of them as perspectives.  

It should also be noted, that in some works for the RO 
description the extended Nernst-Plank equation [358-359] 
and the Donnan equilibrium [359] were used, however, 
such approaches are conventionally used for the NF, as 
was shown in work [1], Moreover, the special software 
(such as ROSA or Q+), which was widely used for the 
analysis of the economical and energy paraments of RO 
systems, can be also used for the simulation of the 
technological parameters and system design, as it was 
realized, for example, in works [340, 360-365].   

5 Conclusions 

The technological, energetic, and economic advantages 
of the reverse osmosis process in conjunction with the 
benefits of the mathematical simulation determined the 
considerable spread of this type of investigation. 
Therefore, it is natural, that the stable trend increasing in 
the number of publications dedicated to the reverse 
osmosis simulation is observed. The analysis of 
publications about this question in the period from 2011 to 
2020 allows also traces the main direction and the 
advantages and disadvantages of the main approaches to 
the RO simulations. 

Thus, the number of publications dedicated to the 
application of the CFD methods for the mathematical 
simulation of RO appears to be the largest. The increasing 
computational power of computer equipment and the 
development of specialized software, including the 
appearance the open-source programs, are the evident 

reasons for this. It is logical to assume, that the same 
factors promoted the significant increase in the application 
of the molecular dynamics methods in comparison with the 
previous decade. Such a trend allows us to conclude, that 
these two approaches will remain the most widely used in 
the near future. The main advantages of this method 
consist in the possibility to obtain a deep understanding of 
the processes which take place in the membrane apparatus 
(CFD) or in the membrane itself and on its surface (MD). 
They also allow us to determine the influence of the large 
number of factors affecting the process and, therefore, the 
productivity and effectiveness of separation. However, the 
simulation using these methods requires the application of 
more complex and cumbersome calculation methods, and 
also a high level of skills of operation in corresponding 
software. 

On the other hand, the published results indicate that the 
interest of the researchers and engineers in hybrid systems, 
in which the RO is combined with other processes, mostly 
with distillation, forward osmosis, and renewable energy 
sources increased significantly. For the simulations of such 
systems, it is reasonable to apply the simulation techniques 
which require simpler calculation methods. It was quite 
unexpected that, for these purposes, the solution-diffusion 
model was used in the widest range. In the considered 
period it was used both for the direct RO simulation and 
for the optimization, energy and economic analysis, and 
even as boundary conditions in CFD investigation. 

At the same time, the application of the irreversible 
thermodynamics methods, pore flow based models, and 
other diffusion based models was limited and, likely, 
further these models will be used mainly for the specific 
processes analysis. Also, the application of artificial 
neuron networks was limited, which probably is due to the 
fact that the possibility of the mechanistic model 
construction is relatively high for the case of RO. In these 
conditions, the ANN will be the most effective in systems 
that are significantly complicated by concentration 
polarization and fouling. 

Therefore, based on the current review it is possible to 
choose the strategy for the simulation of the RO system. It 
also should be noticed that represented in the current 
review the analysis of the software applied for the reverse 
osmosis simulation, would be useful for educational 
purposes.   
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Abstract. The regeneration processes of industry technological passivating baths of electrochemical cadmium lines 
and electrochemical galvanizing lines as an applied result of two-chamber membrane cation-exchange electrochemical 
devices researched. Actual industrial passivation baths of cadmium and zinc galvanic coatings applied as anode 
chambers. The cathode chamber contained sulfuric acid 1 % solution and a titanium cathode (BT-0). A window was 
cut in one of the walls with a RALEX®CM-PES 11-66 cation exchange membrane placed in it. The lead (С-0) was 
used as the anode. A comparative analysis of the performance of these technological baths before and after the using 
cation exchange membrane electrochemical devices was carried out. As a result of long-term experimental studies, the 
ecological and economic feasibility of their use was proven. 

Keywords: electrolysis, environmental hazard, reagent, energy efficiency, pollutant tax.

1 Introduction 

Passivation baths are used in the electrochemical 
cadmium coating processes and electrochemical 
galvanization at the galvanic production of JSC Sumy 
Plant Nasosenergomash. These baths are technologically 
necessary thanks to their protective aid conversion films 
created on the corresponding galvanic coatings [1, 2]. The 
conversion film is formed from cadmium and zinc 
chromates, respectively, and serves as additional 
protection for this type of coating against corrosion. The 
thickness of the conversion film is several tens of 
nanometers. The protective properties of the created 
conversion films are controlled by a lead (II) acetate 
solution following the requirements of the product control 
rules for nuclear power plants. 

The passivating solutions, accordingly, to the galvanic 
works technological process of JSC “Nasosenergomash” 
(Sumy, Ukraine), are an aqueous solution containing: 
Na2Cr2O7 – 150–200 g/l, H2SO4 – 10–12 g/l. 

As a result of these baths operation, the sodium 
dichromate and sulfuric acid concentrations gradually 
decrease, and polluting ions Cr3+, Cd2+, and Zn2+ 

accumulate as a result of the corresponding reactions: of 
the corresponding reactions: 
     3Zn + 2CrO4

2- + 16H+ → 3Zn2++ 2Cr3+ + 8H2O; (1) 
     3Cd + 2CrO4

2- + 16H+ → 3Cd2++ 2Cr3+ + 8H2O; (2) 
     Zn +2H+ → Zn2+ +H2↑;    (3) 
     Cd +2H+ → Cd2+ +H2↑.    (4) 

As a result of the passivation of parts with a 
considerable surface area in these technological baths, the 
concentration of the reagents decreases, and the impurity 
ions concentration increases to a critical level because the 
bath function is lost: the creation of a high-quality 
protective conversion film on the surface of the coating. 
To restore their properties, it is necessary to increase the 
Na2Cr2O7 and H2SO4 concentration by adding a certain 
amount of them to the bath solution or dilute the bath 
solution if possible to reduce the contaminating metal ions 
critical concentrations or combine these methods of 
adjusting the contents of the bath.  

When correcting the passivation baths by adding new 
portions of sodium dichromate and sulfuric acid, the baths 
restore their efficiency only for a short time. Adjustments 
occur with a certain periodicity. As a result of such 
adjustments to the bath content, the concentration of both 
reagents and reactions 1–4 products gradually increases. 

mailto:mikishasumy@gmail.com
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Such actions are a consequence to an increase in the 
amount of reagent removal and reaction products in the 
washing water. It is common knowledge that the average 
removal of chromate solutions is 0.2-0.4l/m2 of the total 
parts area [3]. Consequently, the amount of reagents and 
products increases significantly in the wastewater of 
galvanic production, as a consequence, the costs of 
reagents for neutralization as dichromate anions increase, 
as well as for the precipitation of heavy metal ions. 

As a result of such work, chromating baths are an 
irrational use of resources: reactive substances and water. 
Due to the electrolysis laws, the ion-exchange membranes 
properties, and their application in world practice for 
electrodialysis, membrane filtration, and membrane 
electrolysis, a scheme of membrane electrolysis is 
introduced for cleaning and regeneration of passivation 
baths. 

2 Research Methodology 

To regenerate and rationally use resources and reduce 
the burden on wastewater treatment, an industrial 
electrochemical membrane device similar to a laboratory 
device, which is used to study the patterns of metals 
electrodeposition, was created [4, 5]. 

 
Figure 1 – The design scheme of an industrial membrane 

cation exchange electrochemical device: 1 – cathode chamber,  
2 – cathode; 3 – cation exchange membrane with a filter cloth;  

4 – anode; 5 – anode chamber – industrial passivation bath. 

Unlike the laboratory membrane electrochemical 
device, the industrial sample differs in size. Since 
industrial passivation baths have a volume of 
approximately 150 l, the industrial electrochemical device 
must have significantly larger dimensions of the 
membrane, cathode, anode, and cathode chamber, but at 
the same time be compact - not take up a large volume in 
the working process bath. For the manufacture of an 
industrial electrochemical cell, considering account 
compactness, the dimensions of the membrane, anode, and 
cathode chamber were increased several times compared 
to the laboratory model. The cathode chamber case  1 
(Fig. 1) was made of chemically resistant polypropylene of 
the PPH brand with a catholyte volume of 3.7l, a height of 
400mm, a width of 190mm, and a thickness of 55mm. A 
window was cut in one of the chamber walls for fixing the 
RALEX®CM-PES 11-66 membrane with a height of 
300mm and a width of 60mm, while the area of membrane 

3 (Fig. 1) was 1.8 dm2. A BT0 titanium plate with working 
dimensions of 350x20x1 mm was used as cathode 2 
(Fig. 1) the cathode working area was 1.05 dm2. As anode 
4 (Fig. 1) lead C0 was used with working dimensions of 
320x60x3mm, the working area of the anode was 
2.88 dm2. The ratio of the cathode area to the anode area 
was 1:2.74. The anode was located in the working chamber 
of the passivation bath 5 (Fig. 1) at a distance of 8-10mm 
from the membrane.The cathode chamber of the industrial 
membrane device contained a 1% solution of sulfuric acid 
as a catholyte. The electrolysis was conducted with the 
help of a direct current source VU12/6 at a voltage of 9 V 
and a current of 5 A. Thus, the cathodic current density 
was 4.76 A/dm2. At the same time, the anode current 
density was 1.736 A/dm2, and the membrane current 
density was 2.77 A/dm2. 

The passivation solutions are anodic chambers 5 (Fig. 
1) and contain anodes made of lead (С0) on which the head 
electrochemical reaction is the water oxidation reaction 
with the  oxygen release and acidification of the solution: 

2Н2О – 4ē → О2↑ +4Н+.       (5) 

A feature of lead anodes is the ability to oxidize Cr3+ 
ions into CrO4

2- ions [6-8]. Cr3+ ions are formed in 
passivation baths due to the interaction of cadmium or zinc 
coating in the formation processes of protective 
conversion films on them. Thus, these ions are always 
present in working technological baths and constantly 
accumulate and consequently of constant work pollute 
them (reactions 1, 2). But the Cr3+ oxidation reaction ions 
with accompanying acidification of the solution take place 
at the lead anode: 

Cr3+ + 4H2O - 3ē → CrO4
2- + 8H+. (6) 

The rate of Cr3+ ions oxidation to CrO4
2- ions at the 

anode depends on the concentration of Cr3+ ions in the 
solution, temperature, and current density at the anode [9]. 
Thus, to maintain the concentration at approximately 1 % 
in electrochemical chromium plating electrolytes, it is 
necessary to have a ratio between the cathode areas and 
anodes in the bath of 1:2 [8]. The lack of proportionality 
between the reaction rate and the anode current density 
indicates that the Cr3+ ion’s oxidation to CrO4

2– ions at the 
anode is not a purely electrochemical reaction [9, 10]. 

Therefore, consequently of the electro-membrane 
device operation, the hexavalent chromium compounds 
regeneration [11, 12] of the passivation solutions and the 
harmful impurities removal of heavy metal ions in the 
cathode chamber, which accumulate as a result of these 
technological baths operations, happens. Thus, with the 
constant electric current help, a cation exchange 
membrane that separates the cathode chamber from the 
main composition of the bath, regeneration of the head 
components of the capacity, and removal of polluting 
impurities takes place. 

Research on the restoration of chromate concentrations 
in passivation solutions of cadmium and zinc galvanic 
coatings happened in the applying membrane electrolysis 
procedure with the industrial membrane electrochemical 
devices help. These studies were carried out in working 
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technological baths. To find out the content of Cr+6 ions 
and Cr3+ ions in the passivation baths, titrimetric and 
photocolorimetric methods of analysis were used. 
Detection of the content of Cr+6 ions and Cr3+ ions 
determined after certain intervals of operation in 
technological baths of electrochemical membrane devices, 
are shown in Table 1. 

From the obtained results of analyzes of the chromium 
ions concentrations, it was established that the Cr+6 ions 
concentration in the passivation baths of galvanic coatings 

increases, and the Cr3+ ions concentration decreases due to 
the operation of membrane electrochemical devices. This 
change in the Cr+6 ions concentrations and Cr3+ ions is 
caused by reaction 6 occurring at the lead anode. During 
the operation of the baths, the total chromium 
concentration in them gradually decreases due to the 
deposition of the formed metal chromates on the parts in 
the form of conversion films and the electrolyte removal 
to the portions into the washing water. 

Table 1 – Dynamics of changes in the Cr+6 ions and Cr3+ ions concentrations in the passivation baths of cadmium and zinc coatings 
during the operation of membrane electrochemical devices 

Pollutant ion 
Concentrations of ions, g/l Tempera- 

ture, °C 
Time, 

h 

Growth 
of Cr+6 
ions, g/l 

The total 
increase of 
Cr+6 ions, g 

The rate of Cr+6 ions 
regeneration 

Cr+6 Cr3+ Gen. Cr g/hour mole/h 

Cd2+ 

44.01 39.25 83.26 18 0 – – – – 
45.10 37.80 82.90 18 24 1.09 163.5 6.8125 0.1310 
46.53 35.19 81.72 18 24 1.43 214.5 8.9375 0.1718 
46.99 33.92 80.91 17 24 0.46 69.0 2.8750 0.0553 
47.59 32.64 80.23 18 24 0.60 90.0 3.7500 0.0721 
48.66 31.08 79.74 18 24 1.07 160.5 6.6875 0.1286 

Zn2+ 

59.14 28.27 87.41 18 0 – – – – 
60.17 26.94 87.11 18 24 1.03 154.5 0.6042 0.0116 
61.07 25.18 86.25 17 24 0.90 135.0 5.6250 0.1082 
61.68 24.22 85.9 18 24 0.61 91.5 3.8125 0.0733 
62.83 22.34 85.17 18 24 1.15 172.5 7.1875 0.1382 
64.42 20.45 84.87 18 24 1.59 238.5 13.6875 0.2632 

 
As shown in Table 1, the magnification of the Cr+6 ions 

concentration in the baths occurs unevenly. Such results 
are explained by uneven loading of the baths, resulting 
which reactions 1 and 2 happening at different speeds. The 
dynamics of changes in the Cr+6 ions concentrations and 
Cr3+ ions are the differences between the rates of reactions 
1 and 2 and anodic reaction 6. Therefore, thanks to the 
constant formation of Cr+6 ions at the anode, the 
technological solution is constantly enriched with the main 
component - CrO4

2- ions, which does not require the 
addition of sodium dichromate additional portions due to 
its regeneration. Thus, from the data in Table 1, it can be 
concluded that, on average, at an anodic current density of 
1.736A/dm2 on a lead anode with an area of 2.88 dm2, 
thanks to a side reaction, about 6 g/h of hexavalent 
chromium ions are recovered in the chromating bath. 

Therefore, during the operation of industrial 
electrochemical devices in the cadmium or zinc coating 
passivation bath, the bath solution is cleaned of polluting 
ions Cd2+ and Zn2+ and enriched with chromates. 

3 Results and Discussion 

As a result of the conducted experimental studies, the 
amounts of cathode-formed metals per unit of time were 
also found experimentally. The obtained results are shown 
in Table 2. 

Thus, with the help of the operation of these membrane 
electrochemical devices, at a maximum current density of 
2.77 A/dm2, 0.74 g/h of cadmium and 0.27 g/h of zinc are 
formed on the cathodes. 

Table 2 – Dynamics of the cathodic release of metal Cd and Zn 
in the membrane electrolysis process in passivation baths 

No. 
Electrolysis 

time, h 

Cadmium release, 
g 

Zinc release, g 

mgeneral mhour mgeneral mhour 

1 7.5 5.5461 0.7395 2.0754 0.2767 
2 16.5 12.3523 0.7486 4.4927 0.2723 
3 8.0 5.9621 0.7453 2.2079 0.2760 
4 16.0 11.6894 0.7306 4.4123 0.2758 
5 8.0 5.8936 0.7367 2.1823 0.2728 
6 16.0 11.2578 0.7036 4.3568 0.2723 
7 7.0 5.4676 0.7811 1.9482 0.2783 
8 17.0 12.2339 0.7196 4.4937 0.2643 
9 8.5 6.2825 0.7391 2.3354 0.2748 
10 15.5 11.4176 0.7366 4.2568 0.2746 
11 8.0 5.9482 0.7435 2.2243 0.2780 
12 16.0 11.5893 0.7243 4.3612 0.2726 
13 7.5 5.5424 0.7390 2.0747 0.2766 
14 16.5 11.9651 0.7252 4.3674 0.2647 
15 8.0 5.8264 0.7284 2.1758 0.2720 
16 15.5 11.3739 0.7338 4.2165 0.2720 
17 7.0 5.2376 0.7482 1.9548 0.2793 
18 16.5 12.0742 0.7318 4.5337 0.2748 
19 8.5 6.2488 0.7351 2.3285 0.2739 
20 15.5 11.5686 0.7464 4.2374 0.2734 
Ʃ – 175.4774 – 65.2358 – 
µ – – 0.7373 – 0.2741 

Therefore, during the operation day of these membrane 
electrochemical devices, Cd2+ and Zn2+ ions are extracted 
from the passivation baths into the cathode chamber and 
deposited on the cathode in the form of simple metal 



 

F40 CHEMICAL ENGINEERING: Processes in Machines and Devices 

 

substances masses that are about 17.70 g and 6.58 g, 
respectively. 

Analyzing the data in Table 1, it is obviously that the 
chromate anions concentration increases during the 
operation day of the membrane device due to the anodic 
reaction 6 by 0.60–1.59 g/l. At the same time, the total 
mass of chromate anions recovered at the anodes ranges 
from 90.0 g to 238.5 g per day. And the content of total 
chromium gradually decreases by 0.30–1.18 g/l, which is 
0.6 g/l on average.  The changing dynamics of the increase 
in the chromates concentration and the unstable decrease 
in the concentration of total chromium were reasoned by 
the uneven removal of the electrolyte from the surface of 
the parts immersed for processing. 

Before the industrial membrane electrochemical 
devices introduction in the passivation baths of cadmium 
and zinc galvanic coatings in the electroplating section of 
workshop No. 3 of JSC “Nasosenergomash” (Sumy, 
Ukraine), the baths lost their functions 1–2 times a month. 

It was necessary to periodically restore the 
functionality of passivating baths by adjusting their 
composition - by adding reagents to 1/3. Thanks to such 
actions, 5 kg of sodium dichromate and 0.3 kg of sulfuric 
acid were added to the baths. If the addition of new 
portions of reagents did not restore the functions of the 
bath, then the contents of the baths were partially or fully 
poured into the neutralization station, and new solutions 
had prepared accordingly. The solutions replacement by ½ 
part or the total replacement took place 1–2 times a year. 

After the industrial membrane electrochemical devices' 
commissioning, the passivation baths of galvanic coatings 
began to work stably and efficiently, and there was no 
deterioration of their functions. As a result of the constant 
anodic renewal of chromate anions(reaction 6), the need to 
frequently add new sodium dichromate and sulfuric acid 
portions disappeared. Thus, the need to add new reagents 
portions arose only after six months of these 
electrochemical devices operations due to a decrease in the 
hexavalent chromium ions concentration to 20-25g/l as a 
result of removal from the surface of the parts to the 
washing baths and the neutralization station. Thus, owing 
to the operation of industrial membrane electrochemical 
devices, the chromates load to the neutralization station 
was reduced by six times. Before these membrane 
electrochemical devices use, the need for sodium 
dichromate was at least 5kg/month for each passivation 
bath, and as a result of their working, it was 
0.833 kg/month. 

The technological solution ecological hazard (EH) is 
the ratio of the pollutant concentration in the solution (C0) 
to the maximum permissible concentration (MPC) [10]. 
Thus, before working industrial membrane 
electrochemical devices in cadmium and zinc passivation 
baths, the Cr+6 ions concentration fluctuated between 100-
200 g/l, which averaged about 150 g/l. As a result of the 

operation of these electrochemical devices, the Cr+6 ions 
working concentration decreased to 30–50 g/l, which is 
also an average of about 40 g/l. 

According to the order of the Ministry of Regional 
Development, Construction and Housing and Communal 
Services of Ukraine dated 01.12.2017 No. 316, 
Appendix 5 to the rules for accepting wastewater into 
centralized drainage systems MPC (Cr+6 ions) = 0.1 g/m3, 
in accordance: 

     ЕН = С0/MPC;     (7) 
     ЕНbefore =(150g/l)/(0,1g/l) =1500; 
     ЕНafter =(40g/l)/(0,1g/l) =400. 

In this way, the environmental hazard of technological 
passivation solutions of cadmium and zinc galvanic 
coatings decreased by an average of 3.75 times. 

The difference in the use of sodium dichromate before 
the electrochemical membrane devices operation and 
when they are exploited in one bath is: 

∆m(Na2Cr2O7) = 5kg/month - 0,833kg/month = 
4,167kg/month; 

This difference shows the effectiveness of the use of 
reagents for technological purposes and the costs for the 
neutralization of wastewater. Thus, in the electroplating 
section of workshop No. 3 of JSC “Nasosenergomash” 
(Sumy, Ukraine), a reagent wastewater treatment method 
of electroplating production is used. Neutralization takes 
place in two stages. In the first stage, sodium metabisulfite 
is the application, and in the second stage - sodium 
carbonate: 

2Na2Cr2O7 + 3Na2S2O5 + 5H2SO4 →    
→ 2Cr2(SO4)3 + 5Na2SO4 + 5H2O;          (8) 

Cr(SO4)3 + 3Na2CO3 + 3H2O →  
→ 2Cr(OH)3↓ + 2Na2SO4 + 3CO2↑.  (9) 

After carrying out calculations according to reaction 
equation 8,  it had defined that for the transformation of 
sodium dichromate weighing 4.167 kg into Cr3+ ions, it is 
necessary to spend theoretically sodium pyrosulfite 
Na2S2O5 weighing 4.533 kg and sulfuric acid weighing 
3.897 kg. To transform the received Cr2(SO4)3 weighing 
6.235 kg into insoluble chromium(III) hydroxide 
(reaction 9), it is necessary to spend theoretically 5.058 kg 
of soda ash. 

According to data for January 2021, the prices (P), 
excluding VAT, for the listed substances were, in 
UAH/kg: P(Na2Cr2O7) = 120.00, P(Na2S2O5) = 24.75, 
P(H2SO4) = 35.18, and P(Na2CO3) = 11.67. 

The total cost of reagents Creag., participating in the 
reactions, is found by the ratio: 

Creag. = (P(Na2Cr2O7)·m(Na2Cr2O7) +  
P(Na2S2O5)·m(Na2S2O5) +  
+ P(H2SO4)·m(H2SO4) +  
+ P(Na2CO3)·m(Na2CO3))·1.2,        (10) 
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where 1.2 is the coefficient for taking into account 
20 % VAT, then Creag = 970 UAH. 

As calculated above, as a result of using an industrial 
membrane electrochemical device in one technological 
passivation bath per month, the savings on unspent 
reagents working in this bath and their neutralization is 
theoretically 970 UAH. 

During the operation of the membrane electrochemical 
device, electricity had consumed. The direct current source 
used for membrane electrolysis had powered by 
alternating current from a 220V power grid. The AC power 
used to power this DC source was measured with a  
DT-399B clamp-on multimeter. The alternating current 
power was 1.3 A, so the power consumption according to 
ratio 11 is equal to: 

 Pcons. = I∙U;    (11) 
Pcons. = 1.3 А ∙220 V = 286 W/h.   

For a day of work and for 30 days, which is 
conventionally one month, this electrochemical device 
consumes, respectively, Pcons.day = 6.864 kW and 
Pcons.month = 205.92 kW/month. 

As of January 2021, the total price of electricity 1 kW 
for JSC “Nasosenergomash” (Sumy, Uraine) amounted to 
Sel. = 2.54 UAH/kW. Thus, the electricity consumption S 
for the electro-membrane device operation  per month was: 

S = Pcons.month.·Sel. = 523.04 UAH/month. (12) 

The operation efficiency E of an industrial membrane 
electrochemical device is the difference between the 
reagents cost Creag. it was saved per month and the 
electricity cost S for the device operation: 

Е = Creag. – S = 446.95 UAH/month. (13) 

But the efficiency of this device is not fully calculated. 
For its calculation, the polluting substances tax for the 
discharge had not been considered. According to 
Article 249.5 of the Ukraine Tax Code: the tax amount 
paid for discharges of polluting substances into water 
bodies (Ps) is calculated by the payers independently every 
quarter based on the actual discharges volumes, tax rates, 
and adjustment factors according to the formula: 

Пс=∑(Mi·Ні·K),             (14) 
where Мі is the volume of discharge of that pollutant 

per year, in tons (t); Hі – tax rates in the current year for a 
ton of the i-th type of polluting substance, in UAH; K – a 
multiplier equals to 1.5 and is used in the incident of 
pollutants discharge into ponds and lakes (in other cases, 
the coefficient is equal to 1). 

Based on equation (14), we calculate the difference in 
the amount of the monthly tax by which the payments 
decrease as a result of the operation of a definite membrane 
electrochemical device ∆Пс: 

     ∆Пс(Cd) = ∆М(Cr+6)·Н(Cr+6)·K +  
+ ∆М(Cd2+)·Н(Cd2+)·K;  (15) 

     ∆П(Zn) = ∆М(Cr+6)·Н(Cr+6)·K +  
∆М(Zn2+)·Н(Zn2+)·K.  (16) 

The ∆М(Cr+6) is the difference in the amount of sodium 
dichromate used per month before the use of membrane 
electrochemical devices and, because of their application, 
as mentioned above, is 4.167 kg or 0.004 tons. The tax rate 
of Н(Cr+6), which includes highly toxic Cr+6 ions, for the 
discharge of 1 ton of substances with a concentration of 
0.001–0.100 mg/l is 122,347.23 UAH. Cd2+ ions are also 
highly toxic, so Н(Cd2+) = 122347.23 UAH. The Н(Zn2+) 
tax rate is 21,092.69 UAH/t for dumping 1 t of substances 
with a concentration of 0.1–1.0 mg/l. 

The differences in the discharges volumes ∆М(Cd2+) 
and ∆М(Zn2+) are the masses of cadmium and zinc 
released on the cathodes of the cathode chambers during 
one month of its operation. 

In January 2021, the masses of cadmium and zinc 
released on the cathodes in the cathode chambers of these 
electrochemical devices were 457.8 g and 178.1 g, 
respectively. The Кос coefficient is equal to 1 since harmful 
substances are not discharged into ponds  
and lakes. Therefore, ∆П(Cd) = 565.83 UAH, and 
∆П(Zn) = 513.58 UAH. 

Thus, the average monthly tax on polluting substances 
due to the saving of sodium dichromate and cathodic 
deposition of metals is decreasing by the amounts 
calculated above. Therefore, the work total performance 
Esum. of industrial membrane electrochemical devices in 
passivation baths of cadmium and zinc galvanic coatings, 
respectively, are: 

Esum. = Е + ∆Пс.  (17) 

Therefore, Esum.(Cd) = 1012.78 UAH, and 
Esum.(Zn) = 960.53 UAH. 

As well known, passivation reactions of cadmium or 
zinc galvanic coatings occur directly on the coating 
surface. Therefore, it is advisable to calculate the 
membrane electrochemical devices' performance per unit 
surface area of the corresponding galvanic coating, i.e., 
1m2. Thus, according to the work data of 2019 and 2020, 
the total area of Sgen. parts covered with cadmium and zinc 
in the electroplating section of workshop No. 3 of 
JSC “Nasosenergomash” (Sumy, Ukraine) is 1287.74 m2 
and 604.35 m2, respectively. We use these data to find the 
average monthly areas of parts covered with cadmium and 
zinc Smonth.: 

Smonth..Ме = Sgen.Ме/24;   (18) 

So, Smonth..Cd = 53.66 m2, and Smonth..Zn = 25.18 m2. 
Knowing the total effectiveness of industrial 

membrane electrochemical devices Esum., and the general 
area of cadmium- and zinc-coated parts during one month 
Smonth. we find the benefit Es of these devices per 1 m2 of 
the corresponding galvanic coating: 
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Es = Еsum./Smonth.   (19) 

So, Es.Cd = 18.74 UAH/m2; Es.Zn = 38.15 UAH/m2. 
Therefore, the above practical calculations show that 

the working membrane electrochemical devices in 
galvanic coatings passivation baths is economically 
beneficial. So, it is understandable that the efficiency of 
these industrial electrochemical devices is within 
1000 UAH/month. And it should be noted that owing to 
the use of industrial membrane electrochemical devices, 
the price of cadmium and zinc galvanic coatings is 
decreasing by 18.74 UAH/m2 and 38.15 UAH/m2, 
respectively. 

4 Conclusions 

As a result of the conducted experimental studies, it had 
established. Firstly, the effectiveness of the anodic 
regeneration process of hexavalent chromium ions in 
passivation baths under realistic production conditions is 
established. Secondly, a decrease in the working 
concentrations of chromate anions in the passivation baths 
was ascertained owing to the constant cleaning of the 
solution from polluting metal cations and the permanent 
anodic synthesis of hexavalent chromium ions. 

Also, calculations of the ecological and economic 
efficiency of industrial electrochemical modules had done 
because of their operation for six months. 

A significant reduction in the environmental hazard of 
passivation solutions had established as a result of a 
reduction in the working concentrations of chromates into 
them from 100–200 g/l to 30–50 g/l. 
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Abstract. In this study, two supervised machine learning models (Extreme Gradient Boosting and K-nearest 
Neighbour) and four isotropic sky models (Liu and Jordan, Badescu, Koronakis, and Tian) were employed to estimate 
global solar radiation on daily data measured for one year period at the National Center for Energy, Research and 
Development (NCERD) at the University of Nigeria, Nsukka. Two solarimeters were employed to measure solar 
radiation: one measured solar radiation on a tilted surface at a 15° angle of tilt, facing south, and the other measured 
global horizontal solar radiation. The measured global horizontal solar radiation and the time and day number were 
used as input for the prediction process. Python computational software was used for model prediction, and the 
performance of each model was assessed using statistical methods such as mean bias error (MBE), mean absolute error 
(MAE), and root mean square error (RMSE) (RMSE). Compared to the measured data, it was discovered that the 
Extreme Gradient Boosting (XGBoost) algorithm offered the best performance with the least inaccuracy to sky models. 

Keywords: machine learning, sky models, solar energy, solar radiation, tilted surface.

1 Introduction 

The sun generates electromagnetic radiation known as 
solar irradiance, and the quantity of the radiation received 
in a given area is determined by geographical location, 
daytime, season, and local weather. The dearth of solar 
radiation data has necessitated the development of several 
mathematical models (Isotropic and Anisotropic sky 
models). 

However, it has been observed that mathematical 
models offer an approximate solution, have high 
computational cost, and consume time during the solving 
process. The development of machine and deep learning 
algorithms is being viewed as a feasible option for 
estimating solar radiation. This study aims to compare the 
predicting accuracy of sky models to machine learning 
models on a tilted surface. Measured solar radiation data 
on a tilted surface at a 15° angle of tilt, facing south, will 
be used to train and validate the models. 

2 Literature Review 

Many researchers have utilized several empirical 
models to estimate global solar irradiance. For example, 
three isotropic sky models were utilized to estimate global 
solar irradiance on a tilted surface, and their performance 
was compared to experimental data using a statistical 
method [1]. Similarly, two anisotropic empirical models 
developed by Perez and Hay, Davies, Klucher, and Reindl 
(HDKR) were utilized to predict solar radiation on tilted 
surfaces in Sub-Saharan Africa Climate [2]. According to 
the results, the Perez model fared better regarding 
statistical measures. Shourehdeli et al. [3] used four 
empirical models with isentropic coefficients to estimate 
injector performance in critical mode. In Biskra, Algeria, 
Chabane et al. [4] established a model for solar irradiance 
forecasting dependent on the aerosol optical depth 
between two wavelengths of 550 and 1250 nm. 

Machine learning algorithms have also been utilized in 
forecasting since they allow more data to be incorporated 
into the forecast. For example, Piryonesis and El-Diraby 
[5] used a machine learning algorithm to anticipate 
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pavement deterioration and assess long-term pavement 
performance. With various input data, the Support Vector 
Machine Regression (SVM-R) model has been effectively 
utilized to estimate global sun radiation [6-9]. Similarly, 
the Artificial Neural Network (ANN) approach has been 
used to forecast and predict historical experimental data 
[10-14]. In addition, many researchers have employed 
hybrid models to estimate global solar radiation. 

For example, Torabi et al. [15] proposed a Cluster-
Based Approach (CBA) that estimates daily global solar 
radiation on the horizontal surface using a support vector 
machine and an Artificial Neural Network. The results 
demonstrate that the hybrid model outperformed the 
separate models in terms of mean absolute percentage 
error. Similarly, Gala et al. [16] used three hybrid models 
to forecast global solar radiation in seven different sites in 
Spain: support vector machine, gradient boosted 
regression, and random forest. The outcome demonstrates 
that the hybrid model is extremely effective. Achour et al. 
[17] utilized a hybrid mode to estimate Southern Algeria’s 
solar radiation. Furthermore, Herath et al. [18] developed 
a mathematical model for daily global solar radiation 
forecast and compared its performance to that of artificial 
neural network prediction. 

Some international findings on the use of machine 
learning algorithms in forecasting horizontal solar 
radiation have been published. 

Quej et al. [19] assessed the performance of an 
“adaptive neuro-fuzzy inference system (ANFIS), an 
artificial neural network (ANN), and a support vector 
machine (SVM) in calculating daily global horizontal solar 
radiation from collected data in Mexico”. SVM fared 
better, according to the results. Similarly, Marzo et al. [20] 
forecasted daily solar radiation data from deserts in Chile, 
Israel, Saudi Arabia, South Africa, and Australia using an 
artificial neural network (ANN) model trained on daily 
minimum and maximum temperatures as well as 
extraterrestrial radiation. The model was tested using a 
statistical tool and data. ANN produced an average relative 
root mean square derivation (RRMSD) of 0.13 and a 
correlative coefficient of 0.8. In Turkey, Augbulut et al. 
[21] employed four different machine learning methods 
(Support Vector Machine (SVM), Artificial Neural 
Network (ANN), Kernel and Nearest-Neighbor (KNN), 
and Deep Learning (DL)) to forecast power output system. 
In addition, the four machine learning approaches were 
used to predict daily global solar radiation in four Turkish 
districts. (Kirklareli, Tokat, Nevsehir and Karamam) [22]. 
The result indicated that ANN has a higher prediction than 
other models. Haciouglu Rifat [23] built a linear and 
gaussian regression model for solar irradiance estimation 
in Turkey’s Zonguldak province. The input parameters 
were wind speed, temperature, pressure, and humidity; 
statistically, the gaussian model performed better. Various 
machine learning algorithms based on linear and nonlinear 
regression approaches were also examined [24-28]. 

In addition, multiple empirical models for estimating 
solar radiation were examined using the average monthly 
mean value of solar radiation in Bhopal, India [29]. 

However, several researchers have observed that 
empirical models do not accurately forecast solar radiation 
data because they do not capture the complicated and 
nonlinear relationship between the response and the 
covariate variable in humid regions [30-32]. 

3 Research Methodology 

3.1 Site and measurement 

The solar radiation data were measured at the National 
Center for Energy Research and Development (NCERD) 
in the University of Nigeria, Nsukka. Nsukka is a town and 
Local Government Area in South East Nigeria in Enugu 
State with latitude 6°51/28// North and longitude 7°23/44// 
East. Nsukka has a tropical savanna climate with the 
highest average temperature of 36° in February and 28° 
lowest in July. Two solarimeters were used to measure 
solar radiation data for one year (Febrary2017 - January 
2018). One solarimeter monitored hourly global solar 
radiation on a horizontal surface, whereas the other 
measured it on a tilted surface with a 15° inclination 
heading south. 

3.2 Description of machine learning models 

Machine learning is an aspect of artificial intelligence 
that uses algorithms to build a model from data. They are 
employed in the estimation of the target function to predict 
the output variable given the input variables. The 
following is a brief description of the two machine learning 
algorithms used. 

3.2.1 Extreme gradient boosting (XGBoost) 

Extreme gradient boosting is a machine learning 
approach that describes the gradient and how the loss 
function can be minimized using second partial derivatives 
of the loss function. It is a technique used for regression 
and classification which produces a prediction model in 
the form of a decision tree. The XGBoost model on 
prediction of i-th instance at the t-th iteration is given as  𝐿(𝑡) = ∑ 𝑙𝑛𝑖=1 (𝑦𝑖 , 𝑦𝑖∧(𝑡−1) + 𝑓𝑡(𝑋𝑖)) + 𝛺(𝑓𝑡)              (1) 

where l is the loss function, 𝑓𝑡 is the 𝑡′𝑡ℎ tree output; 𝛺 –
the regularization and 𝑦𝑖∧(𝑡) – the prediction of the i-th 
instance at the t-th iteration. XGBoot loss function 
approximation with Taylor expansion is given as 𝐿(𝑡) = ∑ 𝑙𝑛𝑖=1 (𝑦𝑖 , 𝑦𝑖∧(𝑡−1)) + 𝑔𝑡𝑓𝑡(𝑋𝑖) + 12 ℎ𝑖𝑓𝑡2(𝑋𝑖) ++𝛺(𝑓𝑡)                                                                          (2) 

where 𝑔𝑖 and ℎ𝑖 – the first and second derivatives of the 
loss function. 

3.2.2 K-nearest neighbor (KNN) 

K-nearest neighbor is a supervised machine learning 
algorithm to solve classification and regression problems. 
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It locates the k-nearest neighbor to the test data and 
performs classification with the class label. The average 
nearest neighbor ratio is given as: 𝐴𝑁𝑁 = 𝐷𝑜𝐷𝐸                                                                       (3) 

where 𝐷𝑜 – the observed mean distance between each 
feature and its nearest neighbor is given as: 𝐷𝑜 = ∑ 𝑑𝑖𝑛𝑖=1𝑛                                                                      (4) 

and 𝐷𝐸  – the expected mean distance for the features given 
in a random pattern. 𝐷𝐸 = 0.5√𝑛𝐴                                                                          (5) 

in the above equations, 𝑑𝑖 – the distance between feature 𝑖 
and its nearest neighboring feature, 𝑛 corresponds to the 
total number of features; 𝐴 – the area of the minimum 
enclosing rectangle around all features. 

3.3 Solar radiation on the horizontal surface 

Horizontal solar radiation (global irradiance) is the 
summation of direct(beam) and diffuse(scattered) 
irradiance. Direct irradiance comes directly from the sun 
to the earth’s surface, while diffused irradiance is the 
scattered solar radiation that reaches the earth’s surface. 𝐼𝐻 = 𝐼𝐻,𝑏 + 𝐼𝐻,𝑑                                                           (6)  

where 𝐼𝐻,𝑏 – the beam(direct) irradiance; 𝐼𝐻,𝑑 – the 
diffuse irradiance and 𝐼𝐻  – horizontal solar radiation. 

3.4 Solar radiation on the tilted surface 

The incident solar radiation on a tilted surface is 
composed of three components (direct irradiance, diffuse 
irradiance, and ground reflectance): 𝐼𝑇 = 𝐼𝑇,𝑏 + 𝐼𝑇,𝑑 + 𝐼𝑇,𝑟                                                    (7) 

where 𝐼𝑇,𝑏 is the beam irradiance (tilted surface); 𝐼𝑇,𝑑 is 
the diffuse irradiance (tilted surface); 𝐼𝑇,𝑟 – the ground 
reflectance and 𝐼𝑇  – solar radiation on the tilted surface. 

3.5 Isotropic models that are commonly utilized are 

described 

To estimate solar irradiance on a tilted surface, isotropic 
and anisotropic sky models are utilized. Four isotropic sky 
models were utilized in this investigation, and their 
findings were compared to machine learning models. The 
isotropic sky models are described briefly below. 

3.5.1 Badescu model 

Badescu model has a view factor of 𝐹 = (3+cos𝛽4 ) and 

can be expressed as 𝐼𝑇 = 𝐼𝐻,𝑏𝑅𝑏 + 𝐼𝐻,𝑑 (3+cos𝛽4 ) + 𝐼𝐻,𝜌 (1−cos𝛽2 )                   (8) 

3.5.2 Tian model 

This model evaluated three components of solar 
radiation on a slanted surface (beam, diffuse, and ground 
reflectance): 𝐼𝑇 = 𝐼𝐻,𝑏𝑅𝑏 + 𝐼𝐻,𝑑 (1 − 𝛽180) + 𝐼𝐻,𝜌 (1−cos𝛽2 )                 (9) 

3.5.3 Koronakis model 

Koronakis model incorporated the circumsolar and 
horizontal brightening and proposed the slope 𝛽 = 900 
and is proposed to be 𝐼𝑇 = 𝐼𝐻,𝑏𝑅𝑏 + 𝐼𝐻,𝑑 (2+cos𝛽3 ) + 𝐼𝐻,𝜌 (1−cos𝛽2 )                (10) 

3.5.4 Liu-Jordan model 

This model assumes that circumsolar and horizon 
brightening are both zero and that diffuse radiation is 
exclusively isotropic: 𝐼𝑇 = 𝐼𝐻,𝑏𝑅𝑏 + 𝐼𝐻,𝑑 (1+cos𝛽2 ) + 𝐼𝐻,𝜌 (1−cos𝛽2 )                 (11) 

3.6 Methods of models evaluation 

In this work, the prediction of machine learning models 
and isotropic sky models was compared to the 
experimental data using three statistical tests: Mean 
Absolute Error (MAE), Mean Bias Error (MBE), and Root 
Mean Square Error (RMSE) (RMSE). 

3.6.1 Mean bias error (MBE) 

The mean bias error evaluates the whole bias and 
detects if the model is producing overestimation  (𝑀𝐵𝐴 > 0) or underestimation when (𝑀𝐵𝐴 < 0). Mean 
bias error is given as 𝑀𝐵𝐸 = 1𝑛 ∑ (𝑛𝑖=1 𝐻𝑝𝑖 − 𝐻𝑚𝑖)                                       (12) 

where 𝐻𝑝𝑖 – the predicted value; 𝐻𝑚𝑖  – the measured 
value; n – the number of observations. 

3.6.2 Mean absolute error (MAE) 

Mean absolute error is a measure of model evaluation 
metric used with regression models and can be expressed 
as: 𝑀𝐴𝐸 = 1𝑛 ∑ (𝑛𝑖=1 (𝐻𝑝𝑖−𝐻𝑚𝑖𝑛 )                                          (13) 

where n is the number of data points. 

3.6.3 Root mean square error (RMSE) 

The fluctuation of the anticipated values around the 
observed data is quantified by the root mean square error. 
It is computed using the following equation: 𝑅𝑀𝑆𝐸 = √1𝑛 ∑ (𝑛𝑖=1 𝐻𝑝𝑖 − 𝐻𝑚𝑖)2                                  (14) 

where 𝐻𝑝𝑖 – the predicted value; 𝐻𝑚𝑖  – the measured 
value; n – the number of observations. 
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4 Results 

Figure 1 depicts the correlation between the models and 
the measured solar radiation data on a tilted surface using 
scattered plots. The greater the association between the 
models and the measured data, the closer the data points 
are to the line of best fit. The models and the measured data 
have a high, positive, linear correlation. By offering a 
tighter grouping of data points, the Extreme gradient 
boosting (Xgboost) model provided the most significant 
correlation among the models, followed by K-nearest 
neighbor, Badescu, Koronakis, Tian and Liu, and Jordan 
models, in that order. 

 

 
a 

 
b 

 
c 

 
d 

 
e 

 
f 

Figure – Predicted versus measured solar radiation data on titled 
surfaces for the six models, W·hr / m2: a – Badescu model;  

b – K-nearest neighbor; c – Koronakis model; d – Liu- 
Jordan model; e – Tian model; f – XGBoost 

Figure 2 compares each model forecast with the 
measured solar radiation data on day 329 with the most 
significant clearness index. The graph demonstrates that 
the two machine learning models (Extreme gradient 
boosting and K-nearest neighbor) provided nearly 
identical results closer to the measured solar radiation data, 
while the Liu and Jordan model produced the highest 
projected values across all models. 
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Figure 2 – Comparison of different models’ estimation  
with measured data 

In addition, the Koronakis model had the lowest 
predicted values of all the isotropic sky models. 

5 Discussion 

The Root Mean Square Error quantifies the volatility of 
expected values around the measured data (RMSE). The 
model’s performance improves as the value decreases. 
Extreme gradient boosting (XGBoost) had the lowest 
RMSE of 2.11 W·hr/m2, and the Tian model had the 
highest RMSE of 11.20 W·hr/m2. Other models, such as 
Koronakis, Liu and Jordan, Badescu, and K-nearest 
Neighbor, achieved RMSEs of 8.71 W·hr/m2, 
9.23 W·hr/m2, 9.46 W·hr/m2, and 3.35 W·hr/m2. 

Mean Absolute Error (MAE) is a model evaluation 
metric. The XGBoost model had the lowest MAE of 
1.37 W·hr/m2, followed by the K-nearest neighbor at 
2.34 W·hr/m2, and the Koronakis, Liu-Jordan, and 
Badescu models had an MAE of 7.22 W hr/m2, 
8.06 W·hr/m2, and 7.90 W·hr/m2, respectively. The Tian 
model had the highest MAE of 9.44 W·hr/m2. 

Mean Bias Error (MBE) provides information on the 
models’ long-term performance. It tells whether the model 
is over or underestimating. When MBE is more than zero, 
the model overestimates. When MBE is less than zero, the 
model underestimates. 

XGBoost and K-nearest neighbor models had a positive 
MBE of  0.00647Whr/m2  and 0.16430W hr/m2, 
respectively. Other models, such as Koronakis, Liu-
Jordan, Badescu, and Tian, have negative values of MBE 
errors: –6.51 W·hr/m2, –0.71 W·hr/m2, –7.26 W·hr/m2 
and –8.95 W·hr/m2, respectively. 

6 Conclusions 

The efficiency of sky models and machine learning 
models for estimating solar radiation on a tilted surface 
was compared to observed solar radiation data on a tilted 
surface. The findings are based on comparing four 
isotropic sky models and two machine learning models. 

The statistical analysis found that extreme gradient 
boosting (XGBoost) had the lowest RMSE 
(2.11 W·hr/m2), MAE (1.37 W·hr/m2), and MBE 
(0.01 W·hr/m2) among the six models, whereas Tian had 
the greatest RMSE (11.20 W·hr/m2), MAE 
(9.44 W·hr/m2), and MBE (–8.95 W·hr/m2). 

The two machine learning models (Extreme gradient 
boosting and K-nearest neighbor) outperformed the 
isotropic sky models in terms of RMSE, MAE, and MBE. 

Extreme gradient boosting (XGBoost) and the K-
nearest neighbor model can estimate global solar radiation 
on a tilted surface, where observed data is scarce. 
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Abstract. The paper is devoted to the study of directions of application of combined systems for obtaining biofuels 
and biopolymers using electro-oxidative processes, namely electro-fermentation. In the course of the work, a step-by-
step methodology of research is shown, and the relationship between different bioinformatic databases in their 
combined use is described, which made it possible to identify trends in electro-fermentation systems with the production 
of bio-based products. A review of possible electro-fermentation systems with major bio-product production was 
performed. The possibility of including anaerobic producers of organic acids, namely lactic acid, for the needs of 
biopolymerization, with bioinformatic databases was substantiated. The model of the process of anaerobic fermentation 
with the production of organic acids for biopolymerization has been formed. The analysis of bioinformatic databases 
showed that the strains Anaerotignum propionicum X2, isolated from silty bottom sediments, and Anaerotignum 
propionicum 19acry 3, isolated from an operating anaerobic reactor, have the most significant indicators of lactate 
productivity. The conditions for their cultivation with an indication of nutrient media and modification of their 
composition are considered. 

Keywords: biofuels, biopolymers, electro-fermentation, bioinformatic databases, nutrient medium. 

1 Introduction 

Modern advances in the efficient use of waste to create 
value-added products can ensure the sustainability of food 
systems and become a tool for solving the global problem 
of conserving fossil resources and minimizing 
environmental risks for the biosphere. 

Synthetic polymeric materials are derived from the 
processing of non-renewable natural carbon sources - oil 
or products of its processing. After use, such products do 
not decompose for a long time in the environment due to 
the lack of enzymatic systems capable of destroying 
chemical bonds in the synthetic polymer molecule and 
become the cause of environmental pollution, both micro- 
and macroplastics, and the release into the environment of 
dioxin and other highly toxic substances, the release of 
large amounts of CO2, increasing the greenhouse effect, 
destructive effect on living organisms of different levels of 
organization in the ecosystems. 

There is increasing interest in obtaining biopolymers as 
substitutes for synthetic polymeric materials from 
recycling secondary raw materials [1-4]. 

The advantages of this direction are the reduction or in 
the future, even rejection of non-renewable raw material 
sources, the extraction of which causes environmental 
pollution, and obtaining bioplastics from renewable raw 
material sources (biomass of plant origin, agricultures, 
organic waste in the form of low-grade sewage and 
lignocellulose biomass), reduction of greenhouse gas 
emissions and harmful effects on the climate change in the 
production of bioplastics compared to the production of 
synthetic plastics. 

Considering that the obtained bioplastic is also 
compost-resistant like synthetic bioplastic and is not 
automatically biodegradable, recycling it after use is 
possible. As a result, we can conclude that the production 
and use of bioplastic will have less impact on the 
environment than the production of traditional synthetic 
plastic and can replace it in a wide range of human 
economic activities. 
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Thus, biopolymers are vital substitutes for petroleum-
based plastics due to environmentally safe production 
methods, biocompatibility, and biodegradability [5]. The 
use of biopolymers for 3D printing technologies and their 
promising applications in various areas of the aerospace, 
textile, food, biomedical and bioindustrial industries has a 
significant academic, environmental and social interest. 
Additive manufacturing includes a subset of processes that 
convert a computer-aided design into a metal, polymer, 
ceramic, or composite structure layer by layer. For 
example, materials such as starch can be extruded, while 
some inherently non-printable products such as meat, 
vegetables, and rice must be processed into a powder/paste 
before being 3D printed. The biomedical field requires a 
material to have consistent performance in terms of 
printability, biocompatibility, degradability, and 
mechanical properties [6]. At the same time, 
bioelectrochemical systems (BES) can be used to generate 
electricity directly from the treatment of waste or 
wastewater, together with the production of valuable 
chemicals such as biopolymer, various alcohols, acetate, 
butyrate, as well as for the production of biogas, such as 
CH4 and H2. 

The work aims to study the directions of application of 
combined systems for producing biofuels and biopolymers 
using electro-oxidative processes, namely electro-
fermentation. In connection with this aim, two tasks were 
solved: 

– overview of possible systems for electro-fermentation 
with the production of bio-basic products; 

– analysis of anaerobic processes of organic acids using 
various bioinformatic databases. 

2 Research Methodology 

Bioinformation technologies implement methods that 
allow the administration of data on biological objects. A 
biological object is an open system consisting of highly 
organized systems of perception, sorting, and distribution 

of information from the environment. This ensures a 
biological object’s organizational, structural, and 
functional development, which can be considered a 
complex structure of a multi-stage hierarchical sequence 
of interacting systems and subsystems in close contact 
with the environment. 

This study used the following bioinformatics databases: 
GenBank, KEGG (Kyoto Encyclopedia of Genes and 
Genomes), EzBioCloud Database, and BacDive (The 
Bacterial Diversity) Metadatabase. 

Figure 1 shows the dynamics in time for databases of 
sequences and three-dimensional structures, which 
indicates a significant potential for the development of 
information about the genome of various ecological and 
trophic groups of microorganisms. At the same time, 
GenBank and KEGG databases have free access and are 
most convenient for the tasks set in this study in 
combination with other bioinformatics platforms. 

 

 
Figure 1 – Growth of Sequence and 3D Structure Databases 
 

The step-by-step methodology of the study is shown in 
Fig. 2 and describes the relationship between different 
bioinformatic databases when they are used together. 



 

 

Journal of Engineering Sciences, Volume 9, Issue 2 (2022), pp. H1-H8 H3 

 

 

Figure 2 – Search in bioinformatic databases 

 
3 Results and Discussion 

3.1 Determination of trends in electro-fermentation 

systems with obtaining bio-basic products 

The rapid uptake of glucose enhances lower Parallel 
fermentations in nature's food chains to produce numerous 
products, including molecular hydrogen (H2), carbon 
dioxide (CO2), formate, acetate, ethanol, lactate, succinate, 
and propionate. Facultative aerobes associated with 
Aeromonadaceae and obligate anaerobes associated with 
Lachnospiraceae, Veillonellaceae, and Ruminococcaceae 
have been related to various fermentations. 

Methanogenesis continued during incubation, and 13C 
CH4 labeling confirmed that the extra [13C]glucose carbon 
had been dissimilated to CH4. Hydrogenotrophic 
methanogens belonging to the Methanobacteriaceae and 
Methanoregulaceae have been associated with 
methanogenesis, and acetogens belonging to the 
Peptostreptoccocaceae are participants in the 
methanogenic food web. Electrochemical processes based 
on renewable electricity sources at ambient temperature 
are an attractive alternative [7]. 

Dark fermentation produces hydrogen with a relatively 
low yield (maximum 4H2 per glucose) with an 
accumulation of metabolites such as volatile fatty acids 
(VFAs). On the other hand, the dark fermentation process 
is still attractive because of its high productivity and 
simple reactor design. In this regard, hybrid systems that 
add a second process for treating dark fermentation 
effluents are the subject of much research interest. By 
adding a second process, hybrid systems can have a 

potentially attractive high hydrogen yield while solving 
the dark fermentation wastewater treatment problem. 

There are several possible combinations of a hybrid 
system [8]: 

1) dark fermentation + photofermentation. VFAs, 
which are formed during dark fermentation, are ideal 
substrates for photofermentation; 

2) dark fermentation + cell for microbial electrolysis; 
3) dark fermentation + cell-free enzyme system. 
4) dark fermentation + anaerobic fermentation in a 

fermenter. VFAs in dark fermentation effluents can be 
substrates for methanogens. In this process, a mixture of 
hydrogen and methane can be formed. 

The first three combinations have the potential to 
achieve the maximum yield of 12H2 on glucose. 

Many bacteria can release hydrogen as a result of dark 
fermentation using organic compounds:  
[CH2O]n → CO2 + H2. It is microorganisms that can be 
used to dispose of various organic wastes. 

A possible attractive application of the electrochemical 
oxidation reaction is its use to intensify the metabolism of 
the necessary eco-trophic groups of bacteria in the process 
of dark fermentation [9]. Considering the possibility of 
increasing the yield of organic acids in dark fermentation, 
interest in the electrolyzer increases. 

Thus, electro-fermentation (EF) is based on 
electrochemical processes affecting microbial metabolism. 
Electron transfer during anodic or cathodic electrolysis can 
regulate ORP and the NAD+/NADH ratio, affecting 
intracellular metabolism. Recently, anodic electro 
fermentation using Corynebacterium glutamicum was 
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performed to obtain L-lysine. The results showed that 
using anodic electro fermentation can balance the 
oxidation-reduction and energy states of C. glutamicum 
and thus improve the anaerobic production of L-lysine. 
Cathodic electro fermentation was also carried out to 
simultaneously increase biogas and biochemical 

production, while the highest biogas content [96 % (v/v)] 
and acetate production (358 mg/l) were achieved [11]. 

Regulation of the kinetics of the EF processes due to the 
action of electrodes in the microbial environment is a 
mechanism of electrocatalysis (Fig. 3) aimed at the 
regulated formation of biobased products. 

 
Figure 3 – Electro-fermentation under the anaerobic condition with the production of biobased products 

 
Such organic waste, including low-grade wastewater 

and lignocellulosic biomass, was converted into electricity 
with the help of microbial fuel cells (MFC). Thus, 
electrical energy was used to produce hydrogen in 
microbial electrolysis cells (MEC) or other products, 
including caustic and peroxide and several organic acids. 
The variety of microbial and enzymatic catalysts that 
nature offers provides many potential applications. 
Compared to conventional fuel cells, bioelectrochemical 
systems (BES) operate under relatively mild conditions 
and do not use expensive precious metals as catalysts. 
Recently discovered microbial electrosynthesis (MES) of 
high-value chemicals has significantly expanded the 
horizons of BES application. 

New application concepts, developing alternative 
materials for electrodes, separators, and catalysts, and 
innovative design have made BES a promising technology 
[10]. 

The co-production of various biofuels and organic 
compounds using waste and CO2 as direct substrates points 
to a promising future for microbial fuel cell technologies. 
Likewise, an electrodialysis system can be used to extract 
organic acids from the dark fermentation of glucose for H2 
production by E. coli. This process was later successfully 
demonstrated on food waste hydrolysates. This extractive 
fermentation is expected to be maintained indefinitely. 
However, membrane fouling, the requirement for constant 
ionic composition, pH imbalance, etc., are major obstacles. 
Microbial electrolysis cells were also integrated with 

reverse electrodialysis, which showed a natural generation 
of H2 by combining the momentum from the oxidation of 
organics at the anode and the energy of the salinity 
gradient; in addition, saline solutions can be continuously 
regenerated with waste heat (~38–40 °C) [12]. 

The work [13] performed a series of experiments using 
a range of commercial electron donors with varying 
degrees of lactate (polylactate) polymerization. These 
experiments were carried out using sediments from the 
Hanford Formation (coarse sand and gravel) submerged in 
Hanford groundwater, to which Cr(VI) and several types 
of lactate-based electron donors (Hydrogen Release 
Compound, HRC; primer-HRC, pHRC; extended-release 
HRC) and polylactate-cysteine form (Metal Remediation 
Compound, MRC) were added. The results showed that 
polylactate compounds increased bacterial biomass and 
activity more than sodium lactate when applied at 
equivalent carbon concentrations. At the same time, the 
concentration of hydrogen and methane in the headspace 
increased and correlated with changes in the microbial 
community [13]. 

Figure 4 provides an integrated flowchart of the 
anaerobic fermentation process, showing the bio-basic 
products produced at different stages of fermentation. The 
emphasis is on the production of organic acids that can be 
used to obtain biodegradable polymers, in particular, in the 
process of using a combination of dark fermentation 
(acidogenic phase of anaerobic digestion) and 
electrochemical processes (Fig. 3). 
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Figure 4 – Model of the anaerobic fermentation process with the production of organic acids for biopolymerization 

 
Modern additive manufacturing (AM) of biopolymers, 

with a particular focus on cellulose, lignin, alginate, 
chitosan, starch, polylactic acid (PLA), and 
polycaprolactone (PCL), is increasing of interest to 
manufacturers of environmentally friendly polymers [6]. 

 

3.2 Analysis of anaerobic processes of organic acids 

using various bioinformatic databases 

This paper considers the bioproduction of lactic acid for 
the needs of biopolymerization. Initially, GenomNet was 
used to identify the metabolic activity of anaerobic 
microorganisms for their production during dark 
fermentation (Fig. 5). 

Polylactate (PLA) is a representative biodegradable 
polymer derived from lactate and is a polymer having high 
applicability as a general-purpose polymer or a medical 
polymer. 

Currently, PLA is produced by the polymerization of 
lactate obtained from microbial fermentation. To 
synthesize PLA over 100,000 daltons, there is a 
polymerization method from low molecular weight PLA 
obtained by lactate direct polymerization into higher 
molecular weight PLA using a chain joining agent but 
using an organic solvent or a pair of chains. The addition 

of ring agents complicates the process and has the 
disadvantage that they are not easily removed. 

Currently, a commercially available high molecular 
weight PLA manufacturing process is used to convert 
lactate to lactide and then synthesize PLA via a lactide ring 
condensation reaction [14]. 

 

Figure 5 – Search for producers of lactic and polylactic acids 

It has been determined that anaerobic strains of bacteria 
isolated from the methanogenic reactor have significant 
productivity indicators for lactate (Fig. 6).  
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Figure 6 – Search in bioinformatic databases for the required types of anaerobic bacteria 

 
Anaerotignum propionicum X2 is an anaerobic, 

chemoorganotrophic, spore-forming bacterium that was 
isolated from silty bottom sediments. Anaerotignum 

propionicum 19acry 3 is an anaerobe, a mesophilic 
bacterium, which has been isolated from an active 
anaerobic reactor. The conditions for their cultivation with 
an indication of nutrient media are shown in Figure 7.  

Both strains can be cultivated on an identical nutrient 
medium. Dissolve the ingredients (except bicarbonate and 
cysteine), adjust the pH to 7.0, then saturate the medium 
with 100 % N2 gas for 30–45 minutes to make it anoxic. 
Add and dissolve the bicarbonate and cysteine, then 
dispense the medium under 100 % N2 gas into anoxic 

Hungat or sulfur tubes and autoclave. If necessary, adjust 
the pH of the whole medium to 7.0–7.2. 

Based on previous studies [15], it was proposed to 
modify the nutrient medium for cultivating the desired 
anaerobic species by introducing phosphogypsum instead 
of calcium sulfate (Table 1). 

Phosphogypsum is a multi-ton industrial waste from 
phosphate fertilizer production and when accumulated, 
can cause the alienation of vast areas of functioning 
ecosystems and contamination of the air, soil, and 
groundwater with acidic compounds containing fluorine, 
sulfur, phosphorus, and heavy metals.  
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Figure 7 – Culture conditions 

 
But it is the presence in phosphogypsum of calcium, 

phosphorus, residual traces of sulfur, and rare-earth 
elements, which are essential biogenic components for 
many species of living organisms, including 
microorganisms, makes it a source of additional macro- 
and microelements for bacteria used in biotechnology 
processes [15]. 

Table 1 – Culture medium for Anaerotignum propionicum 

Compound Amount Unit 
Conc. 
[g/L] 

Conc. 
[mM] 

L-Alanine  3.0 g 3 33.674 
Peptone  3.0 g 3 – 
Yeast extract  4.0 g 4 – 
MgSO4 x 7 H2O  0.1 g 0.1 0.406 
FeSO4 x 7 H2O  18.0 mg 0.018 0.065 
Potassium phosphate 
buffer (1 M, pH 7.1)  

5.0 ml – 5 

Phosphogypsum 
CaSO4×2Н2О  
(saturated aq. solution)  

2.5 ml – – 

Sodium resazurin  
(0.1 % w/v)  

0.5 ml 5·10–4 0.002 

NaHCO3  1.0 g 1 11.904 
L-Cysteine HCl x H2O 0.3 g 0.3 1.708 
Distilled water  1000.0 ml – – 
 

An important direction is the selection of the necessary 
types of anaerobes from local systems of anaerobic 
digestion of waste and effluents for their effective 
introduction into bioelectrochemical systems for the 
production of biobased products. 

4 Conclusions 

The article provides an overview of possible directions 
for using electro fermentation to intensify the processes of 
obtaining biobased products, such as biohydrogen, 
biomethane, and organic acids for producing biopolymers. 

The analysis of anaerobic lactic acid processes for 
biopolymerization was carried out using various 
bioinformatic databases, namely the GenBank, KEGG, 
EzBioCloud, and BacDive Metadatabase. The analysis of 
bioinformatic databases showed that the strains 
Anaerotignum propionicum X2, isolated from silty bottom 
sediments, and Anaerotignum propionicum 19acry 3, 
isolated from an operating anaerobic reactor, have the most 
significant indicators of lactate productivity. The 
conditions for their cultivation with an indication of 
nutrient media and modification of their composition are 
considered.  
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Abstract. The main idea was to solve the problem related to oil contamination of soil using bioremediation with 
bioaugmentation with modeled microorganism strains. The paper aimed to develop a bacterial consortium for 
petroleum hydrocarbon degradation during the biological treatment of oil-contaminated soils using electronic 
databases. The research methodology included an analysis of the mechanisms and metabolic pathways of petroleum 
hydrocarbon degradation and an assessment of the possible reaction modulus and enzymatic systems for the degradation 
of aromatic compounds. The taxonomic classification and review of oil compound transformation metabolic pathways 
were carried out using electronic KEGG, MetaCyc, and EzTaxon databases. The KEGG database was used to create a 
microbiological consortium of certain strains of bacteria that improved hydrocarbon degradation process performance. 
Identification of bacteria’s complete genome using Island Viewer 4 allowed to create of a consortium of oil-destructive 
bacteria consisting of such strains: Pseudoxanthomonas spadix BD-a59, Rhodococcus jostii RHA1, Rhodococcus 

aetherivorans IcdP1, Pseudomonas putida ND6, Pseudomonas stutzeri 19SMN4, Pseudomonas fluorescens UK4, 
Acinetobacter lactucae OTEC-02, Bacillus cereus F837/76.7.9. The ratio between the mentioned strains of 
microorganisms in the consortium was set at 20 % : 20 % : 15 % : 10 % : 10 % : 5 % : 5 % : 15 %. This bacterial 
consortium for aromatic hydrocarbons was created according to the metabolic information of basic enzymatic systems 
and the predominant transformation of particular oil compounds using the BacDive database. 

Keywords: soil pollution, bioremediation, oil biodegradation, synergism.

1 Introduction 

The microbiological degradation of organic substances 
after the ingress of oil and oil products into the soil is very 
relevant from the point of view of ensuring the 
environmental safety of oil-producing territories. At the 
same time, the decomposition of linear hydrocarbons is 
much easier than aromatic hydrocarbons due to the 
complexity of the chemical structure of arenes, which 
requires more thorough study to develop approaches to 
intensify the process. In this regard, the main focus of this 
article is the study of polycyclic aromatic hydrocarbons 
(PAH) and their biodegradation processes. It is known that 
Pseudomonas [1], Sphingomonas, Mycobacterium [2], 
Bacillus [3, 4], and Rhodococcus [5] genera consist of 
bacteria with the capacity for PAH degradation. Jain and 
Bajpai [6] claimed that genetically modified 
microorganisms have exhibited enhanced destructive 
capabilities encompassing a large number of chemical 

pollutants, in particular petroleum hydrocarbons and even 
polycyclic aromatic hydrocarbons. Consequently, it could 
be potentially used for the biological treatment of oil-
contaminated soils and other environments. 

Scientists have studied the patterns and mechanisms of 
chemical reactions with the participation of 
microorganism’s strain Aspergillus glaucus belonging to 
the genus Aspergillus. The final and intermediate 
oxidation products of naphthalene and anthracene have 
been determined in the study [7].  

Heterotrophic aerobes bacteria get carbon and energy 
from petroleum hydrocarbons during oxidative processes 
resulting in the degradation of the aforementioned organic 
substances [8]. Developing a complex of special enzymes 
promotes the absorption of hydrophobic substrate and 
microorganisms’ decomposition of organic matter. 
Bacteria-producing enzymes from the oxygenase group 
could destroy substances with hydrophobic properties. The 
enzyme group of dehydrogenases acts in the oxidative 
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processes of hydrophilic compounds [9]. According to a 
study by the authors [10], Basillus sp. strain X6 produced 
dehydrogenase with the capacity to biodegradation rate of 
50 % and other enzymes had a lower value. 

2 Literature Review 

According to plenty of research, the enzymatic activity 
of the soil directly depends on the oil content. In this point, 
the paper [11] indicates that the concentration of oil up to 
10 % positively affects catalase, dehydrogenase and urease 
activity; up to 17 % – on phosphatase and lipolytic activity. 
However, the amount of oil in the soil above these values 
inhibits the activity of all types of enzymes. 

The maximum effective result can be achieved if it is 
used a consortium of bacteria capable of the destruction of 
organic substances of certain chemical composition and 
nature [12]. According to the obtained results by [13], 
bacterial consortium consisting of Stenotrophomonas 

acidaminiphila, Bacillus megaterium, Bacillus cibi, 
Pseudomonas aeruginosa and Bacillus cereus showed a 
good degradation ability for oil wastes as well as bio-
surfactant production capacity, compared with isolates. 
The problem of creating favorable living conditions for 
consortium is partially solved by bioaugmentation, 
biostimulation and the use of biologics, primarily, 
mentioned above biosurfactants in the implementation of 
the In-situ method that means without removing the soil, 
which enhances the metabolism of microflora [14–17]. 

Strains of microorganisms capable of oxidizing oil 
produce biosurfactants that provide the dispersion process 
of oil and oil products and increase the selective membrane 
permeability, which has a positive effect on the entry of 
PAHs into the cell from the outside. Such substances must 
be a high-molecular-weight bioemulsifier such as 
extracellular biosurfactant of lipopolysaccharide nature 
produced by Acinetobacter calcoaceticus, Acinetobacter 

radioresistens KA53 [18]. 
Despite the presented research results on the pathways 

of decomposition of aromatic substances, poor structuring 
of information and gaps in methodological approaches to 
creating appropriate bacterial consortia exist. Most of the 
publicly available databases do not contain the results of 
experimental studies of protein sequences of 
microorganisms [19]. 

The present research has been focused on the electronic 
bioinformatic databases, aiming to develop bacterial 
consortium for petroleum hydrocarbons degradation 
during bioremediation of oil-contaminated soils. 

To accomplish the aim, the tasks have been set as 
follows: 

1) to analyze the mechanisms and metabolic pathways 
of aromatic petroleum hydrocarbons degradation based on 
electronic KEGG databases use; 

2) theoretically substantiate and simulate the 
composition of the oil-degradable bacterial consortium 
capable for bioaugmentation in the case of soil 
bioremediation. 

3 Materials and Methods  

Electronic KEGG databases (the Kyoto encyclopedia of 
genes and genomes), MetaCyc and the EzTaxon database 
were used for taxonomic classification and study of 
metabolic pathways for the decomposition of petroleum 
compounds. Bacterial Diversity Metadatabase BacDive 
was used to study the application and interaction of oil 
degradable microorganisms, their physiology, 
morphology, isolation, culture and growth conditions, and 
sampling and environmental information. 

Well-known and widespread among specialists, 
webserver IslandViewer 4 
(http://www.pathogenomics.sfu.ca/islandviewer/) was 
used to predict and visualize genomic islands “(GIs, 
regions of probable horizontal origin) in bacterial 
genomes”. GIs contain information about medically or 
ecologically necessary adaptation factors that increase the 
ability to compete with microorganisms in the ecological 
niche, including different factors [20]. 

“The exploration of the catalytic activities of microbial 
communities involved in the degradation of persistent 
PAHs in contaminated sites was carried out using 
MAGICPAH stands for Molecular Approaches and 
MetaGenomic Investigations for Cleanup of Polyaromatic 
Hydrocarbon” (http://aromadeg.siona.helmholtz-hzi.de/). 
MAGICPAH is a database on a core catabolic enzymes 
that allows an adequate scheme of reactions and enzymes 
responsible for the destruction of aromatic hydrocarbons. 
MetaCyc (https://MetaCyc.org) is a massive database 
including practically identified metabolism reactions of all 
living beings. MetaCyc contains the pathways related to 
metabolism and reactions, enzymes, metabolites, and 
genes [21]. 

The subject of research was the study of metabolic 
pathways for the decomposition of polycyclic aromatic 
products by certain microorganisms, with the release of 
important biosurfactants that affect the efficiency of a 
given process. KEGG database 
(https://www.kegg.jp/kegg/pathway.html#xenobiotics) 
was used as specific research to achieve this goal. KEGG 
is a computer visualization of the living systems, including 
genomic information (molecular structure sets of genes 
and proteins) and chemical information (different 
chemicals). Genomic information is combined with 
systems information (dates on schemes for combining 
networks of interactions, reactions and relationships at the 
molecular level) and increase biochemical reaction speed 
[22]. 

Thus, various ecological and trophic groups of 
microorganisms can be part of a bacterial consortium 
under the conditions of a specific ratio to achieve the set 
goal of the destruction of specific hydrocarbons [13]. 
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4 Results and Discussion 

4.1 Mechanisms and metabolic pathways of 

petroleum hydrocarbons degradation 

For today various databases have simplified the process 
of constructing metabolic pathways for various organic 
substances. Particularly, the KEGG database simulates 
metabolic pathways for different substances, petroleum 
hydrocarbons, to determine the types of involved 
microorganisms and enzymatic systems. For instance, the 
result of such modeling for toluene conversation to 
benzoic acid is shown in Figure 1. 
 

 
Figure 1 – Toluene degradation, toluene => benzoate:  

methyl to carboxyl conversion on the aromatic ring 
 
It is known that microorganisms can include in their 

metabolic reactions not only nutrients but also various 
anthropogenic chemicals, including aromatic compounds, 
which contribute to their degradation in the environment 
[23]. The capacity of toluene degradation by Rhodococcus 

opacus sp. has been confirmed in the research [24]. The 
diagram of the degradation of PAHs demonstrates 
complex models of reaction pathways for biodestruction of 
aromatic substances, including three basic types of ring 
dihydroxylation modules, followed by meta- or ortho-
cleavage modules and joint dihydroxylation and cleavage 
of aromatic ring, together with an optional pretreatment 
modulus to convert a methyl group to a carboxyl group on 
an aromatic ring (Figure 2, a). 

Biochemical conversion shown in Figure 2 (a) is 
supported by 2-formylbenzoate dehydrogenase enzyme 
belonging to the class of Oxidoreductases that can 
influence the aldehyde or oxo group of donors, with 
acceptors NAD+ or NADP+. This enzyme is produced by 
the following strains of bacteria: Mycobacterium sp. MCS, 

Mycobacterium sp. KMS, Mycobacterium sp. JLS, 

Mycolicibacterium vanbaalenii, Mycolicibacterium 

gilvum PYR-GCK, Mycolicibacterium gilvum Spyr1, 

Mycolicibacterium rhodesiae, Pseudarthrobacter 

phenanthrenivorans.  
 

 
Figure 2 – Flowchart of aromatic compounds degradation  
with different pathways modules (a), simplified scheme  

of Polycyclic aromatic hydrocarbon degradation (b) 
 

Such a group of petroleum hydrocarbons as PAHs is the 
most stable in relation to microbiological degradation. 
References pathways analysis of some chemicals, 
particularly fluorene, anthracene, phenanthrene, pyrene, 
toluene, and xylene, indicate Polycyclic aromatic 
hydrocarbon degradation transition into Benzoate 
degradation (Figure 2, b). Moreover, the first four PAH 
from the above-mentioned list has interconnected 
pathways. In this case, phthalate acts as a link, the 
metabolic pathway of transformation that also closes to 
Benzoate degradation. 

A pathways analysis of the degradation of the aromatic 
compounds indicated that main degradation modules 
include Toluene and Benzoate degradation, Catechol 
ortho-cleavage and Catechol meta-cleavage, Xylene, 
Naphthalene, Phthalate degradation (Figure 2, b). The 
flowchart for the transformation of 2-
Carboxybenzaldehyde during the bacterial biodestruction, 
indicated by the number 1 in the Polycyclic aromatic 
hydrocarbon degradation (see Figure 2, b), is shown in 
Figure 3. 

 

 
Figure 3 – 2-formylbenzoate (2-Carboxybenzaldehyde) 

(C03057) to o-phthalic acid (Phthalate) (C01606) conversion 
scheme: C00003 – NAD+

, C00001 – H2O,  
С00004 – NADH, C00080 – H+ 

 
Based on the study of metabolic schemes for the 

transformation of aromatic hydrocarbons, many different 
pathways for their destruction have been determined, as 
well as connections with other chains, in relation with 
which several enzyme systems can participate in the 
transformation of one substance. 
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The oxidation process of benzoate is provided by 
benzoate, benzoic enzymes, as well as dioxygenase, 
hydroxylase, and oxidoreductase enzymes classes acting 
on paired donors to reduce molecular oxygen. On the basis 
of the study of cultural and morphological signs, markers 
of resistance related to the genomic fingerprints method, 
scientists managed to find out the fate of microorganisms 
capable of oil degradation and prove their sustainability. 
Microorganisms-destructors of Rhodococcus and 
Pseudomonas strains are selective for individual oil 
products. It is necessary to form an influential association 
of microorganisms-destructors, a biological product for 
cleaning the soil from oil pollution [25, 26]. 

4.2 Modeling of oil-degradable bacteria 

consortium capable for bioaugmentation 

The essential principle of bacteria consortium 
successful functioning is based on the synergetic effect in 
the relationship between different ecological trophic 
groups of microorganisms because one's metabolites have 
to be a carbon source for others [27, 28]. Analysis of 
degradation modules of main aromatic compounds shows 
intermediate and final products and the necessary 
enzymatic systems to accelerate these transformations 
(Figure 4). 

 

 

 
Figure 4 – Reaction modulus for degradation of aromatic compounds 

Legend: Green boxes are different reaction types of aromatic compounds destruction; green arrows demonstrate 
conversions for appropriate reactions; blue arrows indicate a such conversion one aromatic compounds into others. 
Numbers signify certain pathways: 1 – benzoate=> catechol; 2 – o-xylene => 3-methylcatechol; 3 – naphthalene => 1,2-
dihydroxynaphthalene; 4 – phenanthrene => 1,2-dihydroxynaphthalene. 
 
 

The first conversion belongs to Benzoate degradation 
due to the reaction of dihydroxylation of the aromatic ring 

involving enzymes benzene 1,2-dioxygenase and 
dihydroxycyclohexadiene carboxylate dehydrogenase 
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from the class of Oxidoreductases. Enzyme catechol 1,2-
dioxygenase (class Oxidoreductases) effected on sole 
donors with inclusion of oxygenases (molecular oxygen) 
starts the meta-cleavage pathway of catechol degradation. 
Naphthalene 1,2-dioxygenase is related to the ring-
hydroxylating dioxygenase (RHD) that significantly 
impacts the destruction of aromatic substances, including 
PAHs. Aryl alcohol dehydrogenase includes enzymes with 
a broad specificity for alcohols with an aromatic or 
cyclohex-1-ene ring. At the same time, this enzyme has 
little or no activity against short-chain aliphatic alcohols 
(https://www.genome.jp/dbgetbin/www_bget?K00055+1.
1.1.90+R05348). 

Alcaligenes sp. strain PPH degrades phenanthrene via 
1-hydroxy-2-naphthoic acid hydroxylase, salicylic acid, 
and catechol [29]. Pseudoxanthomonas spadix BD-a59 
must be involved in the degradation of all six BTEX 
(benzene, toluene, ethylbenzene, and o-, m-, and p-xylene) 
compounds. It is isolated from gasoline-contaminated 
sediment. Pseudoxanthomonas spadix BD-a59 complete 

genome information was successfully obtained using 
simulating tool IslandViewer 4 
(http://www.pathogenomics.sfu.ca/islandviewer/accessio
n/NC_016147.2/) it has to be potentially involved in 
mostly PAH degradation reactions. In this relation, 
Pseudoxanthomonas spadix BD-a59 was determined as 
the dominant species in the consortium model. 

The complete set of enzymatic systems involved in 
PAH biodegradation has to be provided by including 
bacteria strains into consortium: Pseudoxanthomonas 

spadix BD-a59, Pseudomonas putida ND6, Pseudomonas 

stutzeri 19SMN4, Pseudomonas fluorescensc UK4, 

Pseudomonas fluorescens L228, Acinetobacter lactucae 

OTEC-02, Rhodococcus aetherivorans IcdP1, 

Rhodococcus jostii RHA1. 
Figure 5 shows a bacterial consortium that was created 

for the degradation of aromatic hydrocarbons, based on 
data on metabolism, diversity, the presence of certain 
enzymes, and the main transformation pathways. 

 
 

 
Figure 5 – The diagram of different bacteria related to the bio destruction of aromatic hydrocarbons 

 
The created consortium includes bacteria strains in a 

different ratio based on the bacteria group is 100 %. The 
difference in the mass ratio between the strains used for 
this model is due to differences in the necessary enzymes. 
The creation of such a consortium became possible based 
on data on the enzymes required to decompose aromatic 
hydrocarbons, mainly oxidoreductase and oxygenase. 
Bioinformatic databases made it possible to select such 
bacterial strains that are characterized by synergy, that is, 
an increase in the overall effect regarding the use of carbon 
in oil products as an energy source for bacteria such as 
Pseudoxanthomonas and Pseudomonas strains. In this 
case, the intermediate decay products are a substrate for 
other bacteria (Acinetobacter and Rhodococcus strains) 
from the consortium. 

For instance, Pseudoxanthomonas spadix BD-a59 and 
Rhodococcus aetherivorans IcdP1 are more capable of 
cyclic hydrocarbon destruction. Rhodococcus 

aetherivorans IcdP1 was retrieved from polluted soil of the 
abandoned Beijing Coking Plant in China” 
(doi:10.13145/bacdive11035.20190402.4). “The genome 

highlights important features for bioaugmentation, 
including the genes involved in the degradation of methyl-
ethyl-ketone” [30]. 

Rhodococcus jostii RHA1 has been reported to be soil 
actinomycete, capable of decomposition of 
polychlorinated biphenyls in soil and includes a wide 
range of compounds in metabolism 
(doi:10.13145/bacdive11034.20190402.4). 

Under PAH pollution, PAH-catabolic genes, 
particularly aromatic hydroxylating dioxygenase gene 
fragments in both α- and γ-Proteobacteria were close to 
nahAc and phnAc genes, whereas the predominantly 
actinobacteria were isolated in the study area. 

It was reported [31] that Acinetobacter, 

Achromobacter, Bacillus, Flavobacterium, Klebsiella, 

Micrococcus, Pseudomonas, and Staphylococcus 
consortium application contributed a 62.08 % decrease in 
the concentration of total petroleum hydrocarbons. 
Moreover, such result was recorded at 42 day of the 
experiment. 
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Okafor et al. [32] have determined that bacterial strains 
such as Pseudomonas, Bacillus, Klebsiella, and 

Enterobacter could produce biosurfactants for PAH 
degradation (benzene and naphthalene) while a consortium 
of Pseudomonas, Bacillus, Lysinibacillus, and 

Enterobacter had the highest rate of oil degradation. 
Jahir et al. [33] postulated that Bacillus spp. has 

resistant endospores to be more tolerant to high levels of 
hydrocarbons in soil that has been proved according to the 
research [34]. High biodegradation capacity at the level 
above 93 % of crude oil was recorded for the bacterial 
consortium of Bacillus cereus and Pseudomonas putida 
bacteria [35]. 

Jussila et al. [36] reported Pseudomonas aeruginosa 
JI104 must be an effective utilizing and catechol-positive 
bacteria having the xylEgene participated in the 
destruction of aromatic hydrocarbons (xylE, BTEX 
destruction). 

Pseudomonas strains, as well as the xylEgene was 
determined in other Proteobacteria isolates, such as 
Acinetobacter, Achromobacter, Enterobacter, and 

Stenotrophomonas. The GC-MS analysis showed that a 
consortium of such bacteria Acinetobacter, Pseudomonas, 

Enterobacter, Cronobacter, Stenotrophomonas, 

Achromobacter, Ochrobactrum, Paenibacillus, Bacillus, 

Microbacterium, Curtobacterium, and Sphingobacterium 
was able to reduce the crude oil content of the liquid 
culture by 40.5 % after 10 days [37]. 

Another author also reported a consortium of bacteria 
strains such as Bacillus cereus BL01, Pseudomonas sruzeri 

BL02, Acinetobacter sp. BL03, Bacillus sp. BL04 provided 
removal efficiency at the level of 46 %, while the 
consortium mentioned above application supplemented by 
Azotobacter vinelandii AV01 producing surfactant 
increase this indicator up to 85 % [38]. Consortium of 
Bacillus aerius B2, Psuedomonas stutzeri B3, 

Ochrobactrum intermedium B4, Micrococcus lylae B5, 

and Acinetobacter calcoaceticus B9 could increase the rate 
of oil degradation by 88 % [39].  

Strains belonging to the Bacillus species show mixed 
resistance to antibiotics and heavy metals. The study [26] 
results proclaimed that isolates Aneurini bacillus 

migulanusstra in KTPP was the most effective in 
degrading the wide range of petroleum hydrocarbons. 
Bacillus cereus strain BSP showed multiple resistance 
against heavy metals and presented a high ability to 
degrade the selected hydrocarbons. 

Thus, the bacteria included in the proposed consortium 
have a high ability to degrade hydrocarbons, which the 
studies of other scientists have reliably confirmed. 

5 Conclusions 

A scheme for the degradation of aromatic compounds 
has been developed, shown with combination schemes of 
reaction modules for the biodestruction of aromatic 

compounds. The investigated reactions consist of three 
basic ring dihydroxylation modulus, followed by meta- or 
ortho-cleavage modulus and co-dihydroxylation and 
aromatic ring cleavage, together with a pretreatment 
modulus to convert a methyl group to a carboxyl group on 
the aromatic ring.  

A pathways analysis of the degradation of the aromatic 
compounds indicated that main degradation modulus 
includes Toluene and Benzoate destruction, Catechol 
ortho-cleavage and Catechol meta-cleavage, Xylene, 
Naphthalene, Phthalate destruction. Modelling of oil-
degradable bacteria consortium capable for bio 
augmentation was carried out based on reaction modulus 
for degradation of aromatic compounds, exploration of 
different enzymatic systems that catalyse certain reactions, 
and definition of bacteria capable of producing appropriate 
enzymes. Identification of bacteria complete genome 
using IslandViewer 4 allowed to create of a consortium of 
oil-destructive bacteria consisting of such strains: 
Pseudoxanthomonas spadix BD-a59, Rhodococcus jostii 

RHA1, Rhodococcus aetherivorans IcdP1, Pseudomonas 

putida ND6, Pseudomonas stutzeri 19SMN4, 

Pseudomonas fluorescens UK4, Acinetobacter lactucae 

OTEC-02, Basillus cereus F837/76. The ratio between the 
mentioned strains of microorganisms in the consortium 
was set at 20 % : 20 % : 15 % : 10 % : 10 % : 5 % : 5 % : 
15 %. 

The scientific novelty of this study is the determination 
of the necessary bacteria in the consortium, which are 
capable of decomposing polycyclic aromatic 
hydrocarbons in the course of their vital activity. This 
approach makes it possible to effectively use the 
bioaugmentation method on oil-contaminated soils due to 
accidental oil spills, which often occur and require 
immediate application of measures to eliminate and clean 
up the soil.  

For the future study, investigation of the native overall 
microbial community, regarding the impact of oil 
contamination and bioremediation related to the 
decontamination efficiency is needed. 
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