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To the Memory of Professor Volodymyr MARTSYNKOVSKYY is Dedicating

The world-famous scientist in the field of hydrodynamics, vibroreliability and hermetic sealing of rotary
machines, the founder of scientific direction “Hermomechanics”, honored worker of science and technolo-
gy of Ukraine, distinguished professor of Sumy State University, doctor honoris causa, doctor of science,
Professor Volodymyr Martsynkovskyy was born in November 25, 1926, in Shepetivka town, Khmelnytskyi
region. In June 1941 he graduated from 7 classes of the school Ne 41 of Shepetivka town. During the Ger-
man occupation (from September 1941 to October 1942) worked in the forge blacksmith, from October
1942 to December 1943 worked as a logger in the forest. On January 19, 1944, he was sent by the Nazis to
Germany, to a camp for Ostarbeiters, where he worked in a locomotive depot on coal unloading, and from
August 1944 he was a stoker on a steam locomotive. In December 1944 he was imprisoned in a solitary cell
in Zwickau, from where he was released half-alive on April 16, 1945, by US troops. After his release, he
moved to the Eastern Zone, and on May 15, 1945, he was called up by a field enlistment office to Pirna town (Germany) to the Soviet
Army. He served as a driver (after short-term courses) in Germany, Czechoslovakia, Hungary, Bulgaria, and from May 1948 in Len-
ingrad, where he was allowed to attend evening school for his excellent service. He graduated the 10 grades with a gold medal in
1951, after being demobilized from the army in October 1950.

After demobilization, he worked as a stoker in a boiler room in Leningrad until July 1951. After leaving school, he entered the
Engineering and Physical Faculty of Kharkiv Polytechnic Institute in the specialty “Dynamics and Strength of Machines”. He gradu-
ated with honors from the Institute in March 1957. During his studies at the Institute from September 1954 to April 1957, he worked
as a part-time teacher of physics at the school of working youth No. 32 in Kharkiv. In 1956, he married Galina Yunchenko, a teacher
of Russian and literature at the school where he worked.

From March 1, 1957, he worked as a junior researcher of the Hydromachine Laboratory of the Academy of Sciences of the USSR
(now the A. Pidgorny Institute of Mechanical Engineering Problems, NAS of Ukraine), where he was engaged in experimental and
theoretical studies of high-pressure feed pumps vibrations. On April 1, 1960, he was transferred to the Special Design Bureau of Feed
Pumps, now the Research and Design Institute for Atomic and Power Pumpbuilding is JSC VNIIAEN, in Sumy. He worked as head
of the calculation and experimental department, deputy chief engineer for scientific work. In December 1964, he defended his candi-
date of science (Ph.D.) thesis without interruption from production.

On September 1, 1966, he was admitted to the associate professor position and since November 11 this year - to the post of head
of the General Scientific Disciplines Department of Sumy branch of Kharkiv Polytechnic Institute. Since September 8, 1972, he was
the head of the Theoretical Mechanics Department.

On June 28, 1974, he defended his D.Sc. thesis in the specialty “Hydraulic Machines and Hydropneumatic Units”. On April 7,
1978, he was awarded the academic rank of professor by the USSR VAK.

Since 1976 he has been invariably chairman of the Organizing Committees of International Scientific and Technical Conferences
“Hermetic Sealing, Vibration Reliability and Ecological Safety of Pump and Compressor Machinery” — “HERVICON”. And in 1981
initiated the industrial research laboratory of the Chemical and Petroleum Engineering Ministry, the Problem Laboratory of Vibrore-
liability, which became later be called Laboratory Hermomehanics and Vibrodiagnostics.

For a significant personal contribution to the development of national science and education, success in educating young people,
prof. Volodymyr Martsynkovskyy was awarded the Order of Honor in 1986.

In 1992, prof. Volodymyr Martsynkovskyy started training specialists in the specialty “Dynamics and Strength”. And from April
1995 to September 2014, he was the head of the General Mechanics and Machine Dynamics Department, which was renamed from
the Theoretical Mechanics Department.

Volodymyr Martsynkovskyy was the chairman of the Specialized Scientific Council for the defending of candidate of science the-
ses at Sumy State University, the Editor-in-Chief of the Scientific-Technical Journal “Visnyk of Sumy State University” (series
“Technical Sciences”), and later the Honorary Editor of the “Journal of Engineering Sciences”.

In 1997 he was awarded the honorary title of Honored Worker of Science and Technology of Ukraine for his significant personal
contribution to the development of national education, success in education and training of young people, and on December 9, 2004,
he was awarded the title of Honorary Professor of Sumy State University.

In 2008, Volodymyr Martsynkovskyy was awarded the Honorary Distinction of Sumy City Council for Merit to the City. In 2009,
he received an International Award from Pompy Pompownie Journal (Poland) for his great contribution to pumpbuilding. In 2010 he
was awarded the title of Doctor Honoris Causa of Kielce University of Technology (Kielce, Poland). In 2011, he received the Honor-
ary Sign “For Scientific Achievements” from the head of the Sumy Regional State Administration. And on March 26, 2017, the
Order of Merit of the Republic of Poland was presented to him from the President of the Poland Republic, Andrzej Duda.

He is the author of more than 300 printed scientific and methodological works, including 11 monographs on problems of reliabil-
ity and hermetic sealing of centrifugal pumps and compressors and more than 50 patents. Under the scientific supervision of Profes-
sor Martsynkovskyy, 24 Ph.D. and 5 D.Sc. theses were defended.

Volodymyr Martsynkovskyy worked not only in the field of solving complex scientific problems, but also actively engaged in
sports, in particular, mountaineering and mountain tourism. He conquered with his students more than one mountain peak, not one
pass, or one scientific problem.

The heart of the famous scientist stopped on June 29, 2019, in the circle of people closest to him.

Each of us comes to life in order to leave his mark in the history of mankind, Volodymyr Martsynkovskyy has forever etched his
name due to his scientific achievements, created by him scientific school, which will continue to develop Ukrainian science and
technology.
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Abstract. A study of a simplified mathematical model for determining the grinding temperature is performed.
According to the obtained results, the equations of this model differ slightly from the corresponding more exact
solution of the one-dimensional differential equation of heat conduction under the boundary conditions of the second
kind. The model under study is represented by a system of two equations that describe the grinding temperature at the
heating and cooling stages without the use of forced cooling. The scope of the studied model corresponds to the
modern technological operations of grinding on CNC machines for conditions where the numerical value of the
Peclet number is more than 4. This, in turn, corresponds to the Jaeger criterion for the so-called fast-moving heat
source, for which the operation parameter of the workpiece velocity may be equivalently (in temperature) replaced by
the action time of the heat source. This makes it possible to use a simpler solution of the one-dimensional differential
equation of heat conduction at the boundary conditions of the second kind (one-dimensional analytical model) instead
of a similar solution of the two-dimensional one with a slight deviation of the grinding temperature calculation result.
It is established that the proposed simplified mathematical expression for determining the grinding temperature
differs from the more accurate one-dimensional analytical solution by no more than 11 % and 15 % at the stages of
heating and cooling, respectively. Comparison of the data on the grinding temperature change according to the
conventional and developed equations has shown that these equations are close and have two points of coincidence:
on the surface and at the depth of approximately threefold decrease in temperature. It is also established that the
nature of the ratio between the scales of change of the Peclet number 0.09 and 9 and the grinding temperature depth 1
and 10 is of 100 to 10. Additionally, another unusual mechanism is revealed for both compared equations: a higher

temperature at the surface is accompanied by a lower temperature at the depth.

Keywords: grinding temperature, heating stage, cooling stage, dimensionless temperature, temperature model.

1 Introduction

Abrasive machining works by forcing the abrasive par-
ticles, or grains, into the surface of the workpiece so that
each particle cuts away a small bit of material. Abrasive
machining is similar to conventional machining (metal
cutting), such as milling or turning, because each of the
abrasive particles acts like a miniature cutting tool. How-
ever, unlike conventional machining, the grains are much
smaller than a cutting tool, and the geometry and orienta-
tion of individual grains are not well defined. As a result,
abrasive machining is less power efficient and generates
more heat. The grain size may be different based on the
machining. For rough grinding, coarse abrasives are used.
For fine grinding, fine grains (abrasives) are used.

Abrasive machining processes can be divided into two
categories based on how the grains are applied to the
workpiece.

In bonded abrasive processes, the particles are held to-
gether within a matrix, and their combined shape deter-
mines the geometry of the finished workpiece. For exam-
ple, in grinding the particles are bonded together in a
wheel. As the grinding wheel is fed into the part, its shape
is transferred onto the workpiece.

In loose abrasive processes, there is no structure con-
necting the grains. They may be applied without lubrica-
tion as a dry powder, or they may be mixed with a lubri-
cant to form a slurry. Since the grains can move inde-
pendently, they must be forced into the workpiece with
another object like a polishing cloth or a lapping plate.

Journal of Engineering Sciences, Volume 6, Issue 2 (2019), pp. A 1-A 7
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Common abrasive processes are listed below. Fixed
(bonded) abrasive processes: grinding, honing, superfin-
ishing, tape finishing, abrasive belt machining, abrasive
sawing, diamond wire cutting, wire saw sanding.

Loose abrasive processes: polishing, lapping, abrasive
flow machining (AFM), hydro-erosive grinding, water-jet
cutting, abrasive blasting mass finishing, tumbling, open
barrel tumbling, vibratory bowl tumbling, centrifugal disc
tumbling, centrifugal barrel tumbling.

Grinding is an abrasive machining process that uses a
grinding wheel as the cutting tool. Grinding practice is a
large and diverse area of manufacturing and tool making.
It can produce very fine finishes and very accurate di-
mensions. At the same time, in mass production, it can
also rough out large volumes of metal quite rapidly. It is
usually better suited to the machining of very hard mate-
rials than is "regular" machining (that is, cutting larger
chips with cutting tools such as tool bits or milling cut-
ters), and until recent decades it was the only practical
way to machine such materials as hardened steels. Com-
pared to “regular” machining, it is usually better suited to
taking very shallow cuts, such as reducing a shaft’s diam-
eter by half a thousandth of an inch or 12.7 pm.

Grinding is a subset of cutting, as grinding is a true
metal-cutting process. Each grain of abrasive functions as
a microscopic single-point cutting edge (although of high
negative rake angle) and shears a tiny chip that is analo-
gous to what would conventionally be called a “cut” chip
(turning, milling, drilling, tapping, etc.). However, among
people who work in the machining fields, the term cutting
is often understood to refer to the macroscopic cutting
operations, and grinding is often mentally categorized as
a “"separate" process (abrasive machining). This is why
the terms (“grinding” and “metal cutting”) are usually
used separately in shop-floor practice.

The designing, monitoring and diagnosing computer
subsystems are widely used on CNC grinding machines
to adapt the grinding system to higher throughput. Abra-
sive machining compared with metal cutting is more
labor-intensive and costly. That is why the grinding sys-
tem study is caused by the search for ways to improve the
productivity of man and machine [1]. In this connection,
there is some modern knowledge to boost the grinding
system throughput. This knowledge is more important
with automated computer-controlled systems than it has
ever been before because quantitative knowledge is need-
ed to design and operate these systems [2].

By means of electrical signals from sensors, you can
judge the state of the machine under control and the envi-
ronment. Therefore, the more sensors used, the more
information you can be obtained about the grinding sys-
tem and environment. However, it should be borne in
mind that in real conditions there is such information
which is impossible directly to take off with the help of
sensors.

This situation may occur, for example, when the
measured signal is distorted by noise or the controlled
value cannot be converted to an electrical signal as well
as when due to cost or spatial constraints you cannot use
the required sensor. If in such cases the noise properties
or dynamic characteristics of the object, which are held
observations, are known then with the help of appropriate
calculations you can evaluate the signal you are interested
in [3].

This situation fully applies to the grinding temperature
signal in the grinding zone which is located between a
grinding wheel and a workpiece to be ground. For this
reason, the development of an acceptable mathematical
model for determining the grinding temperature is an
urgent task in the grinding technology on CNC machines.
In terms of metrology, such solution to the problem is an
example of indirect measurement. This opens the way to
building “hierarchically intelligent control systems” de-
veloped by Sarid is on the basis of his principle of “in-
creasing precision with decreasing intelligence” [4]. All
this mentioned above ultimately predetermines the devel-
opment of the main industries in developed countries [5]
and corresponds to the so-called tendency of “sustainable
development”.

2 Literature Review

The state of the problem in the field of the grinding
thermo-physical theory can be considered taking into
account the following philosophical technical concepts
that predetermine the corresponding particular approach-
es to the problem solution. Firstly, it is the concept of dry
and wet grinding, which predetermines the absence or
accounting of convective heat transfer under the action of
grinding fluid. Secondly, it is the concept of macro- and
micro-grinding, which allows considering integral (due to
averaging) or local heat fluxes with and without taking
into account the effect on temperature of instantaneous
cutting elements — sections of abrasive grains separated
by pores of the grinding wheel (highly porous grinding
wheels) as well as their accidental impact on the surface
being ground. This concept involves the separation of the
grinding process into categories of continuous and dis-
continuous (with pulsed heat flux), including the grinding
with and without convective heat transfer. Thirdly, the
concept of super-micro-grinding, which involves taking
into account the effect of individual cutting grains of the
grinding wheel, with and without taking into account
convective heat transfer. The first concept most closely
corresponds to the theory of the Jaeger moving heat
source [6, 7], on the basis of which simplified formulas
for determining the maximum grinding temperature are
given in a number of sources without corresponding justi-
fications [8-10].
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3 Research Methodology

3.1  Mathematical model

In the grinding theory, the contact spot is usually con-
sidered as a certain zone on the surface to be ground,
which belongs to both the grinding wheel and the work-
piece (Figure 1).

Figure 1 — Schemes of profile gear grinding (a) and flat
grinding (b) with the discrete radial feed ae of the grinding
wheel to the workpiece

From the grinding thermal physics point of view, these
schemes can be converted into the so-called moving heat
source, indicated by the numbers 1234 in Figure 2.

Figure 2 — Real (a) and equivalent (b) schemes
of thermal sources

It was previously established the general view of the
grinding temperature equations for research: three-, two-,
and one-dimension ones [11, 12]. These equations are

used when the Peclet number H :\2/—2 is more than 4,

i.e. H>4. It is assumed here that a band heat source
with the width of 2h moves over the flat surface of a
semi-infinite body along and in the positive direction of
the z-axis and is infinitely long in the direction of the
y -axis (Figure 2). The heat flux density g (in W/m?)

over the entire surface of the moving contact is uniform,
i. e. g =const. The coordinate system is referenced to the

moving heat source. The transition from the two-
dimensional thermophysical scheme with a moving heat
source to the corresponding one-dimensional schemes
with unlimited and limited unmoving flat sources is per-
formed by replacing the velocity parameter V of the heat
source (in m/s) by the time t,, of its action. For these
conditions, we have the following general view of the
equations for research. Firstly, we have the basic grinding
temperature equation at the stages of heating (with the
index “H”) and cooling (with the index “C”):

O (X, H)=2n/Hierfe—— 0<H <H, . (1)

2JH

G)C(X,H,HH)=27I><

«| JF ierfc%_mierf{ X J],(z)

H-H,
Hy <H.
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Secondly, we have the simplified equation (obtained in
the previous paper) at the stages of heating (3) and cool-

ing (4):
X

®L(X,H)=2nx/ﬁ%lo[2‘m),0£H <H,, @
T

O¢ (X, H) =2Jnx

| o) H_HHlo‘[uHX_—HH] @

H, <H.

From equations (1) and (3), we can find that the max-
imum dimensionless surface temperatures (i. e. at X =0)
according to these equations are the same (they are equal
to each other). They correspond to the action time of the
moving heat source which is equal to ty =2h, /V

(Figure 2). That is

) 1
On max = Ot max = 27H (—j =2JnH . (5

Jr
L=JTI8 ‘"r;',' H = (.00
10 i r
- i
2VtH =
¥ 1.064
ir5 L ‘"’H
=G 1Y
f 5 ]
L, Il Al=1 -
] ]:'1'.'!'
1030 Cacan
] 02 04 06 08 1
a
By . O H =90

20

[}

o

3.2 Error in calculating the grinding temperature

The dependences of the change in the dimensionless
temperature over the depth of the subsurface layer, in-
cluding the surface at X =0 for H =0.09 (Fig. 3, a),
H =9 (Figure 3b), H =90 (Figure 3c) and H =900
(Figure 3 d) are studied.

Data in Figure 3 allows estimating practical change in-
tervals of dimensionless variablesH , X and X/(2HY?),
which, first, correspond to a change range of regime pa-
rameters for conventional operations of flat, round and
profile grinding, and secondly, at which there is a dimen-
sionless temperature field at the heating stage (Table 1).

It can be seen (Figure 3) that the error of the simplified
equation (3) compared to the original equation (1) in the
zone of a ten-fold temperature drop is alternating (first
lowering the temperature, then its overestimation) and the
lowest errors occur at high and medium temperatures.
This is just in the region of significant temperature values
that affect the nature and depth of the defective layer
during grinding.

‘-I.:." = H =19

[0

30

Figure 3 — The dimensionless temperatures ©, (X, H)and ©y, (X, H ) changes at the heating stage
vs depth of the subsurface layer X in a range of 0-1 (a), 0-5 (b), 0-30 (c), and 0-100 (d)
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Table 1 — Formal and real intervals of changing the dimension-
less parameters at the heating stage at the heating stage

Formal interval Real interval
0< X <417 0< X <14
0.047< H <104.063 4<H <20

0< X <96 0< X <
C2VH " 2H =

3.3 Comparing the models

To estimate the errors of the simplified dependencies
(3) and (4) obtained, it is necessary to compare them with
the similar more exact dependencies (1) and (2) at the
heating and cooling time intervals, which were choose the
same. Expressed through a dimensionless parameter H
(Peclet number), the interval of dimensionless heating
time for a wide range of grinding modes is 0< H <100.

The study will be carried out, for example, in the most
unfavorable case with H =0.09, since for H =4 the
coincidence of the two-dimensional solution with the
one-dimensional solution by equations (1) and (2) is most
pronounced [11-14]. As an example in Figure 4 shows
graphs of the change in the dimensionless grinding tem-
perature at H =0.09, constructed from equation (2), that
is, in the cooling stage.

=}
i

1.0 L -._ H —”'. .=II'-J|. LII.” 0,09
i % 1] =()
H-H =53—000 =49
— ! I -l
.6 e .
LR A=0.5
02 s
X =07 L]
[} _._I |
O 05 1.5 15 15 45 H
it
{=)
(KL H = (L0
X =0
H—Hp =1-0,00=0%]

-

TR A

1 L — - —
009 02 .4 (hf 0% i
h
Figure 4 — The change in the dimensionless grinding tempera-
ture ®, =0 (X,H, H)according to equation (21) at the
cooling stage depending on the Peclet number H at fixed
distances from the surface X at H,, =0.09 in the intervals

O0<H <5(@)and 0<H <1 (b)

It can be seen in Figure 4 that a change of H,, from
H, =9to H, =0.09 (a hundred times) leads to an in-

crease in the scale of the dimensionless cooling time by
ten times, i. e. just as it was noted in Figure 5.

H =009

H=H;=02=000=0]l

-

FFFFF

.—
IR (1] (15 H

Figure 5 — The change in the dimensionless temperature de-
pending on the Peclet number H at the cooling stage (without
cooling liquid) at fixed distances from the surface X at
Hy, =0.09 (@ and Hy =9 (b)

Comparison of the data on the grinding temperature
change by equations (2) and (4) is shown graphically in
Figure 5. It can be seen that, as at the heating stage, equa-
tions (2) and (4) are close and have two points of coinci-
dence: at 0 (i.e. on the surface) and at the depth of ap-
proximately threefold decrease in temperature. You can
also see that the nature of the ratio between the scales of
change of the H,, (0.09 and 9) and the X (1 and 10) is

of 100 (9/0.09) to 10 (10/1).

In addition, another unusual mechanism is revealed for
both compared equations: a higher temperature at the
surface is accompanied by a lower temperature at the
depth (Figure 6).
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Figure 6 — The change in dimensionless temperature depending
on the dimensionless depth X in the cooling stage (without a
cooling liquid) for H,; =0.09at H =0.18and H =0.27 (a),

and for Hy =9at H =18and H =27 (b)

The areas of use of the approximate expressions (3)
and (4) are determined by comparing them with the cor-
responding more exact expressions (1) and (2). To do
this, we limit the allowable amount of error between the
compared expressions, for example, by the levels
8= 11 % at the heating stage and &, =15% at the

cooling stage (Table 2).
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The data given in Table 2 do not contradict the previ-
ously found area of their change (see Table 1). It can be
seen in Table 1 that the obtained expressions (3) and (4)
can be used in fairly wide intervals of X and H varia-
tion to estimate the grinding temperature and its distribu-
tion over the depth of the surface layer.

4 Conclusions

Temperatures ®,, and @y, as well as the depth X of

the fixed temperature penetration, under otherwise equal
conditions, are proportional to the square root of the Pe-
clet number. The coordinates of the same point of the
previous  (i-1)-th  solutions  ©(X;_;,H;_;)and

©" (X4, Hi4) with the subsequent i-th solutions
O(X;4,Hi;) and ©*(X;_,H; )are the same and
differ in the \/H; / H;_; times. For example, when going

from H;_; =0.09 to H; =9, the coordinate of the coinci-

dence points on the ordinate axis changes from 1.064 to
10.64, and on the abscissa axis - from 0.5 to 5.0, i. e.

JH;i /H;_; =/9/0,09 =10 times.

A study of the developed grinding temperature math-
ematical model made it possible to establish its continuity
with the existing solution of the one-dimensional differ-
ential equation of heat conduction under boundary condi-
tions of the second kind on the surface. At the same time,
the developed new mathematical model, in contrast to the
mentioned one-dimensional solution, makes it possible to
explicitly determine the penetration depth of any previ-
ously set grinding temperature.
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JocigxeHHs: CIPOILIEHO0I MO/IeJli TeMIepaTypH HLIi)yBaHHS
Jlimenko H. B.Y", Jlapmun B. I1.2, Kpauynos X.

1 Opecpka HalioHaIbHA aKaaeMis XapuoBUX TEXHOJIOTIH, By, Kanaruna, 112, 65039, m. Oneca, Ykpaina;
2 Onechbkuil HaLiOHANBHUI NOTITeXHIYHME yHiBepeuTeT, npoci. lleuenka, 1, 65044, M. Oxneca, Yxpaina;
8 Texuiunmii Vuisepcutet M. Bapna, Bys1. Ctyaentceka, 1, 9010, M. Bapna, Bosrapis

AHoTamisi. Y po6oTi poBeaeHe TOCIIDKEHHS CIIPOIIEHO] MaTeMaTHYHOI MOJIeNi BU3HAYEHHS TeMIepaTypH ILTi-
¢yBaHHs. 32 OTPIMaHUMH PiBHAHHAMH Ii€l MOZETI € BIIMIHHICTH pe3yJbTaTiB BiJ BiAMOBIAHOTO OLTBII TOYHOTO
PO3B’A3aHHS OJHOBUMIPHOTO IH(epeHIiaTbHOTO PIBHSHHS TEIDIONPOBITHOCTI 32 TPAHUYHUX YMOB JIPYTOTO POIY.
HocnijkyBaHa MOJIENb MPECTABICHA CUCTEMOIO 3 IBOX PIBHSHb, 1[0 ONMUCYIOTh TEMIIeparypy HUTiQyBaHHS Ha eTa-
Iax HarpiBaHHS 1 OXOJIO/KEHHsI 03 BUKOPHUCTAHHS MPUMYCOBOTO OXOJIO/pKeHHs. OOCAT TOCIiKyBaHOT MOZeNi Bij-
TOBiIa€ Cy4acHUM TEXHOJIOTIYHUM omneparlisiM 1uti¢pyBanHs Ha BepcraTax i3 UITK asst yMOB, KOJM YHCIIOBE 3HAUYEHHS
yucina [lexne nepesumrye 4. Lle, y cBoro uepry, Binnosinae kputepito Erepa juis Tak 3BaHOTO JKepena TeInia, siKe
IIBHJKO PYXA€ThCS, JUIS SIKOTO TTapaMeTp IIBUAKOCTI 3arOTOBKH MOXKEe OYTH €KBIBAJEHTHO 3a TEMIIEPATypOIO 3aMiHe-
HUIl "acoMm mii mkepena teruia. Lle mae MOKIMBICTH BUKOPHUCTOBYBAaTH OUTBII MPOCTHIA PO3B’A30K OJHOBHMIPHOTO
Iu(epeHIiaTbHOTO PIBHSIHHS TEIUIONPOBITHOCTI NP TPaHMYHUX YMOBaX IPyroro poay (OJAHOBHMipHA aHATiTHYHA
MOJIEJIb) 3aMiCTh QHAJIIOTIYHOTO JABOBUMIPHOTO PO3B’SI3KY 3 HEBEIMKHM BiIXWICHHSIM PE3yJIbTATIB PO3PaxXyHKY TeM-
nepatypu nurigyBaHHs. BcraHOBIEHO, 10 3ampONOHOBAHUM CIPOIICHUI MaTeMaTUYHMII BHpa3 Uil BH3HAUYCHHS
Temrepatypy HUTiQyBaHHS BiAPI3HAETHCS Bif OUTBII TOYHOTO OJHOBMMIPHOTO aHATITHYHOTO PO3B’sI3Ky HE Oijiblie
HiK Ha 11 % 1 15 % Ha eTamax HarpiBaHHS Ta OXOJOMXKEHHS BifmoBigHO. [IOpIBHSIHHS AaHMX IIOAO 3MiHHU TEMIIepa-
TypH ILTiIQyBaHHS 32 3BUMaHUM 1 pO3pOOJICHNM PiBHAHHSAMHE ITOKa3alio, IO IIi PiBHSIHHS OJU3BKi Ta MAOTh BI TOY-
K 30iry: Ha MOBEepXHi Ta Ha THOWHI (MPHOIH3HO 3HIKEHHS TeMITepaTypu BTpudi). Takoxk BCTAHOBIIEHO, IIO Xapak-
Tep CHiBBiZHOUIEHHs MK MacimTabamu 3mind uucia Ilekie (0,09 ta 9) ta rmbOuHOO TemmepaTtypH MoapiOHEHHs
(1 ta 10) cranouts 100 (9/0,09) i 10 (10/1) BixnosigHo. KpimM TOro, po3kpuTo Iie OAWH HETPAAUIIHHUI MeXaHi3M
JU1st 000X MOPIBHSHMX PIBHSHB: OUIBII BUCOKA TEMIIEpaTypa Ha MOBEPXHi CYMPOBOKYETHCS HIDKUOIO TEMIIEPATypPOIO
Ha TJTHOWHI.

KuwuoBi cioBa: temrepatypa nutipyBaHHs, €Tan HarpiBaHHS, €Tall OXOJIOKEHHS, Oe3po3MipHa TeMIlepaTypa,
TeMrepaTypHa MOJIeJIb.
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Abstract. This study investigates the dynamic modulus of cold-in-place recycling (CIR) asphalt material and its
performance using pavement performance data and laboratory dynamic modulus testing. Colorado Department of
Transportation (CDOT) has 37 projects with over 8 million square yards using CIR materials. Sites from ten projects
were selected to monitor the performances and collect samples for laboratory testing. Dynamic modulus testing on
the CIR cores was conducted by the CDOT. Results show measured distresses of CIR rehabilitation techniques are
mostly below the threshold values during the service period. International Roughness Index, rutting, and transverse
cracking never exceeded the threshold values during the studied period. Only two CIR pavements exceeded the
threshold values for fatigue cracking after 8-10 years of service. Measured distresses of CIR rehabilitation techniques
are similar to conventional pavements based on engineering judgment. The laboratory dynamic modulus test results

2 Department of Electrical and Computer Engineering, University of Colorado at Colorado Springs, CO 81001, Colorado, USA

show CIR has about 50 % less dynamic modulus compared to the traditional asphalt mixture.

Keywords: asphalt pavement, cold-in-place recycling, dynamic modulus, fatigue cracking, transverse cracking.

1 Introduction

With the advancement of milling equipment and a rise
in asphalt binder’s price, pavement rehabilitation be-
comes very popular in different pavement design and
construction agencies. Of the several rehabilitation tech-
nologies, Cold-in-Place Recycling (CIR) technology may
be the cheapest and the environment-friendliest compared
to the others. To adopt this technology, its properties and
performance data must be available to the pavement de-
sign and construction agencies.

Recycling of Hot-Mix Asphalt (HMA) has increased
in popularity since the late 1970s, primarily due to in-
creased oil prices. Previously, the cost of recycling old
pavements was greater than placing the new HMA
(1996). The invention of milling machines allowed as-
phalt recycling to become more cost-effective compared
to new construction (Cross and Jakatimath, 2007). Cold-
in-Place Recycling (CIR) is the processing and treatment
of existing HMA pavements to restore the pavement
without heating the asphaltic materials (ARRA 2014).

The deteriorated top 2 to 4 inches of HMA is removed
by a milling machine and the milled material is crushed
and screened on-site to produce a specified gradation.
Binding additives such as emulsion, cement, lime, or fly
ash are mixed into the milled material. The mixture is

then placed back on the roadway and graded to the final
elevation. After compaction of the mixture, a fog seal or
thin overlay may be applied if traffic volume is relatively
high.

CIR is economically and environmentally beneficial
for it uses less aggregate, does not need transportation of
materials to and from the site, and involves less energy
consumption. The use of CIR is environment-friendly as
it may decrease carbon dioxide emission by up to 9%
compared to traditional HMA mixes; the carbon dioxide
emission is 54 % less considering the phase of recycling
only (Giani et al., 2015). In 2016, Schwartz reported that
CIR technologies decrease the carbon dioxide emission
by 80 % compared to traditional HMA application. Addi-
tionally, CIR technology saves 60 % asphalt binder com-
pared to HMA.

2 Literature Review

In 2007, Cross and Jakatimath compared the properties
and performances of CIR to conventional HMA mixtures
used in Oklahoma by laboratory and field investigation
and found that CIR material is comparable with conven-
tional HMA mixture. In laboratory samples, they found
that CIR mixtures were not as stiff as typical HMA mix-
tures. CIR mixtures showed the same increase in stiffness
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with long-term oven aging as did conventional HMA
samples. Field evaluation consisted of rehabilitating two
sections with CIR and slurry crack injection to retard
reflection cracking. A third section was rehabilitated with
more conventional treatment of a fabric interlayer and
HMA overlay. They conducted field distress surveys for
three years at which time the two CIR test sections had
less transverse cracking than the conventional test sec-
tion. Based on this research, CIR appears to be a viable
procedure for rehabilitation of transverse cracked pave-
ments. Schwartz [5] showed the dynamic modulus of CIR
is approximately 50 % of the conventional HMA. The
study also determined that CIR is 18 % lighter than con-
ventional HMA and requires an additional 25 % of thick-
ness to obtain the same strength of HMA.

In 2015, Bhavsar conducted laboratory tests and field
observation for long-term CIR performance using two
different Reclaimed Asphalt Pavement (RAP) mixtures.
The purpose of this study was to compare two types of
CIR materials: 1) full CIR and 2) CIR with conventional
asphalt mixtures. Using visual inspections, Bhavsar found
large amounts of deteriorations where a greater number
of trucks, poor drainage, and low speeds were prevalent.
This study did not show a difference in laboratory or field
performance between the two mixtures. Based on a field
survey, Kim et al. [7] found, CIR roads would last be-
tween 21 and 25 years based on the best-fit regression
model where the roads were predicted to reach a fair
pavement condition. The average service life of CIR
roads with good subgrade support was predicted to last
up to 34 years, whereas that of CIR roads with poor sub-
grade support was predicted to last up to 22 years. CIR is
applicable for lower volume roads that may only require
simple surface treatment. A cracked pavement may be
restored by CIR if it is structurally sound and has well-
drained bases and subgrade. CIR is generally not appro-
priate for pavement with excessive rutting, unstable base-
subgrade, and moisture-related damage that cannot be
fully recycled by the depth of the CIR treatment applied
to the roadway.

In 2009, Kim et al. recommended the material charac-
terization tests such as penetration and dynamic shear
rheometer tests be performed for the residual asphalt in
RAP materials. In 2007, Kim et al. conducted dynamic
modulus and repeated load tests on CIR foam mixtures
with RAP materials collected from different CIR project
sites. It was found that both the dynamic modulus and
flow number were dependent on the RAP sources and
foamed asphalt constituents. In 2009, Kim and Lee pre-
pared foamed CIR samples at different temperatures and
conducted indirect tensile strength tests to determine
whether the RAP temperature would affect the strength of
the CIR materials. After testing the samples, they found
that temperature of RAP materials has a significant im-
pact on the wet indirect tensile strength of CIR foam
mixtures and the optimum foam content differs with the
temperature. In 2019, Islam et al. found an equivalent
hot-mix asphalt for a cold mix. However, the field per-
formance is cold mix is yet to be known.

From the above discussion, the mechanical properties
and performance of CIR are dependent on RAP sources
and properties, and the residual binders. The local study
is essential to determine the performance and measure-
ment of CIR’s effectiveness. The main objective of this
research is to evaluate the effectiveness of the CIR in
Colorado’s pavement. Specific objectives are mentioned
below:

—to evaluate the performance of the CIR rehabilitated
pavements with comparison to the conventional pave-
ments;

—to document and recommend the dynamic modulus
values of CIR materials for mechanistic pavement design.

3 Research Methodology

3.1  Materials collection

Ten asphalt cores were collected from each site. Sam-
ples collected had the following characteristics:

— CIR cores were bound materials;

— layer separation between the CIR and underlying
HMA bonding was common;

— the bottom layer (old asphalt layer) had deteriorated.
Since the CIR layer was a bound material, it was possible
to conduct dynamic modulus tests.

The CIR material used in this study uses emulsion as
the softening agent. In 2017, it was obtained that emul-
sion is also used in producing the warm-mix-asphalt.

3.2 Dynamic modulus testing

In 2010, the dynamic modulus testing on collected
field cores following the AASHTO TP 62 test protocol
using the Asphalt Mixture Performance Tester (AMPT)
testing device. The procedure is described below:

— label each core and identify the cold-in-place layer
using construction data and by visually inspecting each
core. The diameter of the cores collected from the sites is
150 mm;

—cut a 50 mm diameter core horizontally out of the
cold-in-place layer;

— trim the cores to 110 mm in height;

—record the exact measurements of each 110 mm
specimen;

—attach the gauge points for an AMPT instrumenta-
tion;

— run the dynamic modulus test on each specimen at 4,
20, and 35 °C at 0.1, 1.0, and 10.0 Hz respectively.

3.3 Dynamic modulus test results

Six dynamic modulus tests have been conducted for
each test site and the average results are used in the anal-
ysis. Mastersolver was used to determine the master
curve of dynamic modulus to be used in the PMED soft-
ware. The dynamic modulus is determined using the fol-
lowing equation:

(log (Max )— log (Min )

+vlogm,

1= E"E (1)

log |E‘|= log (Min )=
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where |[E| — dynamic modulus; or — the reduced fre-
quency, Hz; Max — limiting maximum modulus, ksi;
Min — limiting minimum modulus, ksi; g, y — fitting pa-
rameters. The reduced frequency is computed using the
Arrhenius given below:

AE 1 1
lo =lo . W (e S 2
gle)=loge+ 19.14714 (T T J @

where o, — the reduced frequency at the reference
temperature; @ — loading frequency at the test tempera-
ture; T, — reference temperature, K; T — test tempera-
ture, K; AE, — activation energy (treated as a fitting pa-
rameter).

The combination of the above mentioned two equa-
tions gives the following equation:

Iog‘E*‘zlog(Min)Jr (IOQ(MaX)—Lig(“Tiq)) @)
ﬁ+y{logw+19.14a714(?_f]}

The shift factors for each temperature are given by the
following equation:

AE 1 1
e I

where a(T) — shift factor at temperature T.

The maximum limiting modulus is estimated from
mixture volumetric properties using the Hrisch model
shown below and a limiting binder modulus of 1 GPa:

1+e

Bl =P 4,200,000[1_\/Ma‘j+435,000 VMAXVFA
max 100 10’000
+ 1-F )
| VMA
100 VFA
4,200,000 435,000VFA
where
435,000VFA )
20+ —
- VMA (6)
° 0.58
650 1 [ 435.000VFA
VMA
|E’|max — limiting maximum dynamic modulus, psi;

VMA - voids in mineral aggregates, %; VFA — voids
filled with asphalt, %.

4 Results

4.1  Average raw dynamic modulus

To determine a recommended dynamic modulus for
CIR from AMPT (master curve) data, the average raw
dynamic modulus, VMA and VFA of all ten sites were
combined, the average value calculated, and then fitted
using the Mastersolver.

The average raw dynamic modulus data are presented
in Table 1.

Table 1 — Average raw dynamic modulus of ten sites

Temperature, Frequency, Modulus,

°C Hz ksi

4 0.1 753
4 1.0 918
4 10.0 1100
20 0.1 419
20 1.0 512
20 10.0 678
35 0.01 135
35 0.1 181
35 1.0 266
35 10.0 401

The average VMA and VFA are 13.3 % and 26.6 %
respectively. After the execution of the Mastersolver, the
final parameters and the fitting parameters are given be-
low. The PMED input modulus is listed in Table 2:
|E”|max = 3102.4 ksi; |E"|min=0.5 ksi; p=1.34; y=0.19;
AE, = 241692 Pa; R, = 0.989; S¢/S, = 0.07.

The dynamic modulus for all 10 sites has been plotted
in Figure 1. The figure also has one conventional
(NMAS =12.5 mm, PG 64-22 binder and 100 gyrations)
mixtures’ dynamic modulus for the comparison. The
volume characteristics of the conventional mixtures are
the same as the CIR mixtures as both have the same mix
design. There are several reasons for comparing the dy-
namic modulus of CIR and that of a conventional mix.
Dynamic modulus is the primary material property used
in the mechanistic-empirical pavement design. Lower
dynamic modulus at lower frequency of loading (or high
temperature) dictates that the mix is very susceptible to
rutting as less stiff material at high temperature deform a
lot. On the other hand, lower dynamic modulus at higher
frequency of loading (or low temperature) dictates that
the mix is good against low-temperature cracking. Figure
5 shows that at lower reduced frequency (or higher tem-
perature zone), the dynamic modulus of CIR materials are
higher than that of the control mixture. At higher reduced
frequency (or lower temperature), the dynamic modulus
of CIR materials is smaller (roughly 50 %) than that of
the control mixture. This means CIR is more susceptible
to rutting but less susceptible to cracking compared to
conventional mixtures. The fitted dynamic modulus
(named as “Fit” in Figure 1), lies almost in the middle of
the all dynamic modulus range. The fitted dynamic
modulus data can be used by CDOT for future CIR over-
lay design. As full details of CIR of individual sites are
not available, different dynamic modulus values for dif-
ferent CIR mixes cannot be recommended.

4.2  Field performance data collection

Ten pavement sites where CIR has been used were se-
lected for this research. A control site was selected for
each test site for comparison of the CIR pavement versus
traditional HMA pavement. The control sites were select-
ed and were chosen for being the best fit for pavement
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location, materials, geometry, climate, traffic volume, and
time of construction (i.e., the projects were built during
the same year or close to the year. The control test sites

Table 2 — Fitted dynamic modulus of CIR material

were located near the CIR sites. It is important to men-
tion that the control sites were not constructed using CIR

technology, rather traditional HMA.

No Temperature Frequency Shift Reduced E"
' °C °F Hz factor frequency ksi GPa
1 -10.0 14 25 4.91 2018759 1664.7 11.48
2 -10.0 14 10 4.91 807503 15904 | 10.97
3 -10.0 14 5 491 403751 1533.3 10.58
4 -10.0 14 1 491 80750 1398.5 9.65
5 -10.0 14 0.5 491 40375 1339.8 9.24
6 -10.0 14 0.1 491 8075 1203.2 8.30
7 4.4 40 25 241 6456 1184.3 8.17
8 4.4 40 10 241 2582 1107.0 7.64
9 4.4 40 5 2.41 1291 1049.2 7.24
10 4.4 40 1 2.41 258 917.6 6.33
11 4.4 40 0.5 2.41 129 862.6 5.95
12 4.4 40 0.1 241 25 739.8 5.10
13 21.1 70 25 -0.16 17.19515 710.1 4.90
14 21.1 70 10 -0.16 6.87806 645.1 4.45
15 21.1 70 5 -0.16 3.43903 598.0 4.12
16 21.1 70 1 -0.16 0.68781 496.3 3.42
17 21.1 70 0.5 -0.16 0.34390 455.8 3.14
18 21.1 70 0.1 -0.16 0.06878 370.2 2.55
19 37.8 100 25 —2.46 0.08645 381.7 2.63
20 37.8 100 10 —2.46 0.03458 337.2 2.33
21 37.8 100 5 -2.46 0.01729 306.1 211
22 37.8 100 1 -2.46 0.00346 242.1 1.67
23 37.8 100 0.5 -2.46 0.00173 217.9 1.50
24 37.8 100 0.1 -2.46 0.00035 169.1 1.17
25 54.4 130 25 -4.53 0.00074 191.1 1.32
26 54.4 130 10 -4.53 0.00030 165.1 1.14
27 54.4 130 5 -4.53 0.00015 147.4 1.02
28 54.4 130 1 -4.53 0.00003 112.5 0.78
29 54.4 130 0.5 -4.53 0.00001 99.9 689.0
30 54.4 130 0.1 -4.53 0.00000 75.4 519.9
25000
Site 1
—re—Site 2
20000 Site 3
- Site 4
g S1:1e 5
= 15000 Slie s
é — .- Site7
= --- Site 8
-2 10000 ——sie9
g - = = Site 10
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Reduced Frequency (Hz)
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Figure 1 — Dynamic modul of all mixes including conventional mixtures

To collect the pavement management data, an auto-
mated data collection van is driven over the entire road-
way network. The collected data are reported in tenth-of-
mile (tenth-mile) increments and include surface rough-

ness (IRI), permanent deformation (rutting), and fatigue
cracking. The definitions of the distress measured are
provided below. The International Roughness Index (IRI)
is the roughness index most commonly obtained from
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measured mean longitudinal road profiles of each wheel
path. IRI is a quantification of functional adequacy and is
calculated using a quarter-car vehicle math model, whose
response is accumulated to yield a roughness index with
units of slope, mm/km. IRI is the cumulative effect of
rutting, fatigue cracking, and thermal cracking.

Rutting is the longitudinal surface depression in the
wheel path resulting from the permanent deformation in
each pavement layer along the wheel path. Ruts are par-
ticularly evident after a rain when they are filled with
water. The rut depth is the vertical difference in elevation
between the transverse profile of the surface and a wire-
line across the lane width.

Fatigue cracks consist of both the bottom-up and the
top-down fatigue cracking. A series of interconnected
cracks looking similar to a chicken wire or back of an
alligator is defined as the bottom-up cracking. This crack
initiates at the bottom of asphalt layer for the repeated
tensile strain due to repeated (fatigue) wheel load-related
and propagates to the surface. Therefore, this crack is
often called the bottom-up fatigue crack. Longitudinal
cracks, near the wheel paths, parallel to the centerline of
the roadway are called the top-down longitudinal cracks.
The top-down longitudinal cracks initiate at the surface of
asphalt layer due to repeated tensile and/or shear strain
caused by wheel loading. They can also develop along
the construction joint between adjacent passes of the
paver or at a location that corresponds to the center of the
paver.

Transverse top-down surface cracking (also known as
transverse cracking or thermal cracking) is caused by
single cooling due to extreme cold temperature or high
rate of cooling may cause low-temperature cracking.
Low-temperature cracking occurs when the induced ten-
sile stress by the decrease in temperature exceeds the
tensile strength of the asphalt concrete.

The collection of the rutting data is accomplished us-
ing a five-sensor rut bar that measures the pavement’s
permanent deformation to the hundredth of an inch. The
IRI data is collected with an inertia profile consisting of
laser sensors, accelerometer, and distance transducer. The
van is also equipped with digital cameras; one camera is
positioned for a windshield view, and four cameras (one
over each wheel) to view the pavement. The cameras take
photos/videos of the pavement showing the type, amount,
length, and severity of the cracking. The data collected is
recorded and sent to the vendor’s data reduction office
where it is viewed and rated. The raw data is given in
tenth-mile intervals. Thus, IRI is reported as the average
mm/km over a tenth-mile section. Bottom-up fatigue
cracking is reported as percentage of total lane cracked
and is defined by a series of small, jagged, interconnect-
ing cracks caused by failure of the asphalt concrete sur-
face under repeated traffic loading. Top-down longitudi-

nal cracking is reported as the total linear feet in a tenth-
mile and is defined as cracking that is parallel to the
pavement centerline. The top-down longitudinal cracking
with bottom-up fatigue cracking was combined and refer
as fatigue cracking. Transverse cracks are reported in two
different ways, first as a numerical count such as 1, 2, or
3 per tenth-mile, the second is by linear feet per tenth-
mile. Transverse cracks are defined as cracking that is
perpendicular to the pavement centerline.

4.3  Pavement performance summary

Field performance data for fatigue cracking, rutting,
transverse cracking, and IRl were collected from 10 se-
lected sites using CIR and 10 control sites constructed
using conventional HMA. Two types of comparisons
were made, first, with the CDOT recommended threshold
values of performance criteria for the rehabilitation of
flexible pavement projects obtained from the CDOT 2017
Pavement Design Manual [15], and second, with the dis-
tresses of the control sites. Table 3 summarizes the max-
imum distress data collected from 10 selected sites using
CIR and 10 control sites using conventional HMA.

Table 4 lists the recommended threshold values of per-
formance criteria for rehabilitation of flexible pavement
projects. First, IRI, Rutting and Transverse Cracking did
not exceed the threshold values during the service period.
For fatigue cracking, CIR exceeds the threshold value at
Site 5, and Site 8 after 8-10 years of service. All these
locations are from Interstates (1-25 and 1-70). Most dis-
tress data for interstates are within the threshold values.
Due to high volume of traffic, CIR may not be an appro-
priate option for interstates.

The comparison of the measured distresses with the
control sites is summarized in Table 5. It shows CIR
performed better at three sites, similar at one site and
worse at six sites compared to the control projects for
fatigue cracking. Results of rutting show CIR performed
better at four sites, similar at two sites and worse at four
sites compared to the control site. For transverse crack-
ing, CIR performed better at five sites, and worse at five
sites compared to the control projects. CIR performed
better at four sites, and worse at six sites compared to the
control projects for IRI. Considering all these results, it
can be said that measured distresses of CIR rehabilitation
techniques are similar to conventional pavements.

Combining all the data, it shows that CIR performs
better for 40 % distresses, similar for 7.5 % distresses,
and worse for 52.5 % distresses compared to the tradi-
tional pavement. Thus, it can be said that CIR is very
similar to conventional pavements based on engineering
judgment. However, CIR technology has about 50 % cost
saving as discussed in the literature and it has many more
benefits considering environment for energy-saving and
less pollution, traffic control, noise, dust, and so on.
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Table 3 — Measured maximum distresses

Average : fatigue No. of
Project annual daily | Years Location IRI Rutting cracking | transverse
traffic of data mmkm | Mmoo lane cracking
AADT
stel | 4000 | 9 e a0 |48 | 202 8
ste2 | 4800 | 9 e 1res |61 | 123 |
Site 3 11000 9 ConerTSite 1959944 j:?l, g:gg ?
stea | 2200 | 5 s it 3% | 112 | s
m
Site 5 19000 8 ContCrLFFSite 1825623 g:g 4%3 ig
stee | 3000 | 10 i1 |55 | 042 |2
ste7 | 740 | 10 s 10e s | 8% | 6
™
stes | 2000 | 10 s ms o 1o |1
Site 9 12000 1 ContCrLFFSite 1936537 Zt:g ﬁég 2511
Ste10 | 1200 | 8 feriiseden |41 | aes | 27

* recommended by CDOT.

Table 4 — Recommended threshold values of performance
criteria for rehabilitation of flexible pavement projects

Table 5 — CIR performance compared
to conventional pavement, sites no.

Total Locations Locations
. . No. of . Neutral .
Proiect IRI, Rutting, fatigue fransverse Performances favoring locations against
) mm/km mm cracking, . the CIR the CIR
cracking ; -
% of lane Fatigue cracking 1,4,10 3 2,59
Interstate | 2525 14.0 23.3 125 Rutting 1,378 5.6 2.4,9,10
Transverse cracking 2-4,9, 10 — 1,5-8
PrlnC|_paI 3157 165 39.2 125 IRI 1,8-10 — 2-7
arterial Total no. 16 3 21

5 Conclusions

Based on the study, the following conclusions are
made. Firstly, measured distresses of CIR rehabilitation
techniques are mostly below the threshold values during
the service period. IRI, Rutting and Transverse Cracking
never exceeded the threshold values during the studied
period. Only two CIR pavements exceeded the threshold
values for fatigue cracking after 8-10 years of service.
Secondly, measured distresses of CIR rehabilitation tech-
niques are similar to conventional pavement based on
engineering judgment. Finally, the CIR has a smaller
dynamic modulus compared to the conventional asphalt
mixture at low temperature (or high frequency).

The conclusions drawn in the previous section are
based on limited data available from the current study.
Future research should incorporate cement-treated or
foam treated material to determine the best CIR product.
The effect of emulsion content may also be studied.
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JIuHAMiYHUH MOAYJIb Ta eKCIUTyaTaliliHi XapaKTepUCTUKHA

nepepod1eHoro acGaabToBOr0 NOKPUTTH
Islam M. R.*", Kalevela S. A, Rivera J. A.l, Rashid T. B.2

! Kagenpa imkenepHux TexHomnorii, Jepxasnuii ynisepcuter Konopamo, 81001, m. ITye6mo, mrar Konopago, CLIA;
2Kadenpa enexTpoTeXHiKM Ta KOMIT I0TepHO] iHxeHepii, YHiBepcurer Konopazno B Konopano-Crpinre,
81001, m. ITye6mo, mrat Konopano, CILIA

AHoTanist. Y 11b0My JOCIIPKEHHI BUBYA€THCS TMHAMITHIH MOIYIh ac(hanbTOBOTO MaTepiary Ta MpoIyKTHBHICT
Horo mepepoOIIeHHs 3a JOMOMOTOIO JIaHKX TIPO eKCIUTyaTalito Ta jaboparopHux BupoOyBans. Kadenpa tpancmopry
Kosopasio Mae 37 TIPOEKTIB 3 BUKOPUCTAHHS IaHOTO MaTepiaiy miomero Gibiie 8 kv, {1 BificTe/KeHHs pe3yibTa-
TiB i 30MpaHHs DOCTIIHUX MaTtepiaiiB s 1abopaTOPHHUX IOCHiKEHb OYyJo BifiOpaHO 3pa3K 3 JECATH IMPOEKTIB.
TecTyBaHHS TUHAMIYHOTO MOAYJIS JJIsS JAHOTO Martepiaiy BinOyBasock y mabopatopii kadenpu Tpancmopty Jepika-
BHOTO yHiBepcutery Konopano. Pe3ynpraTu cBimyars mpo Te, 110 JOCIIKYBaHI MOKa3HUKHU SIKOCTI € MepeBaKHO HU-
JKYMMH 3a TIOPOTOBI 3HAYEHHS BHPOJOBXK IEpiojy eKCIutyaTalii. 30KkpeMa, MDKHApOJIHHI MOKa3HUK IIOPCTKOCTI Ta
TMOTIEpeYHEe PO3TPICKYBAHHS HIKOJM HE IIEPEBHUIIYBAH MOPOTOBi 3HAYEHHS BIIPOJOBK YChOTO MEPIOLY JOCIIKEHHS.
Jlumre nBa acdanbTHI MOKPUTTS MEPEBUIMINA OPOTOBI MOKa3HUKH JUIsl BTOMHHX TpiiuH micis 8—10 pokiB ekcrutya-
Tauii. [pyHTYIOUMCh HA TEXHIYHMX MIPKYyBaHHSX, BUMIPSHi MOKA3HUKH AHAJIOTIYHi 10 MOKA3HMKIB JUIS 3BHYAMHHX
TpoTyapiB. Pe3ynbraTn 1abopaTopHUX JOCHTIIKEHb MOKa3ajH, 0 MaTepian Mae npudian3Ho Ha 50 % MeHIuit quHa-
MiYHHI MOZYJIb HOPIBHSHO 3 TPAAMIIHHOIO ac(harbTOBOI CyMIIIIIIO.

KonrouoBi cioBa: acdansTHE MOKPHUTTS, XOJIOAHE NMepepoOIeHHsT Ha MICIi, AWHAMIYHHAI MOJyJb, BTOMHA TpIll[MHA,
TIOTIepEeYHE PO3TPICKYBAHHI.
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Abstract. In the world of global competition, customers have increasing demands that companies must meet in
order to remain active in the global market. For this reason, it is necessary to use new technologies in the production
processes, i.e. to implement Industry 4.0. In other words, we need to create a connected company through the digital
transformation that enables production processes to discover new ways to increase productivity and improve overall
business performance. Companies need to get involved and start a digital system, and from supplier to customer. It is
a key to the hidden value that can contribute to the company’s productivity, compliance, profitability, as well as the
quality of the finished product, and eventually the introduction of flexible industrial automation of production pro-
cesses. The aforementioned technologies and Internet of Things connect the physical and virtual world with a purpose
to better collect and analyze data, transforming them into information that reaches decision-makers. To do this, it is
necessary to implement smart sensors that provide information at all times. The implementation of Industry 4.0 in
production processes is unthinkable without smart sensors and provides the following: faster product development
time, lower overall costs, improved use of production processes and their optimization, as well as company risk man-
agement. The paper will outline the motives for the implementation of smart sensors and applications of smart sen-
sors in production processes.

Keywords: production process, smart sensor, Industry 4.0, production automation, digital transformation, flexible au-

tomation.

1 Introduction

There is a steady increase in global demand in the
world, which puts constant pressure on the world produc-
tion industry, so companies have to constantly increase
productivity and product quality. In order to survive in
the global market and meet the above requirements, most
companies in the world are using new technologies that
monitor production data, monitor production processes,
change and adjust the parameters of optimal production,
thus creating new business values. Implementing the new
technologies that form the core of the Industry 4.0 (smart
technologies) in the production processes, real-time con-
trol is obtained, as well as information available on the
platforms and devices that monitor the company’s pro-
duction processes. Industry 4.0 increases productivity and
improves the overall business performance of the compa-
ny. Smart sensors are the foundation of Industry 4.0.
They present the sensors with integrated electronics, a
combination of sensors with a microcontroller, which can
perform one or more logical functions, two-way commu-
nication, and store data for future analysis. They have

new applications and new features that can perform
communication with other devices. Smart sensors are an
integral part of integrated systems, mainly because of
MEMS (micro-mechanical systems) manufacturing tech-
nology, which performs functions that could not be per-
formed before or that were not economically viable.
Smart sensors have built-in communication modules with
which they can exchange information and communicate
with other objects, as well as built-in signal processing
components, which is the goal of the Internet of Things
(10T). The Internet of Things / Digitization / Industrial
10T is a network of devices that are connected and mutu-
ally communicating [1-8, 10, 11]. By implementing the
basic Industry 4.0 technologies in the production process-
es, including smart sensors, the company can improve
productivity gains with continuous advancement, im-
prove performance of the production system, improve
business adaptability by quickly responding to market
changes, improve product development time through
efficiency system design and the integration of the pro-
duction process itself, extend the product life cycle, se-
cure environment and reduce energy consumption, miti-
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gate security risk to assist with important tools such as
people, equipment and information, etc. A new way of
managing production processes aims to improve perfor-
mance, better use of the existing data, and use a combina-
tion of tools that can act to improve the system or produc-
tion process. By implementing the new technologies of
Industry 4.0 each company will have an advantage and be
competitive since technology continues to drive innova-
tion. The digitalization throughout the company, and the
integration of processes, serials, and discrete drives shift
the company towards one connected infrastructure, thus
increasing efficiency and productivity across all segments
of the company. When we have access to production data
in the production process at any time in real-time, it al-
lows us to monitor and improve the performance of the
production process itself, or we can have insight into
energy consumption so that we can make the decision to
supply energy at optimal prices or manage peak energy
consumption. Companies implementing Industry 4.0 have
new visibility that will enable them to provide value-
added services, and a competitive advantage for product
design, thus increasing the company's revenue [9-11]. In
order to monitor parameters and any other data from the
production processes, we need to implement smart sen-
sors that deliver the data and connect them to the tech-
nology to be visible and controllable.

2 Research Methodology

2.1  Integration of smart sensors with other devices

Sensors are devices that convert an input signal into an
electrical analog or digital output that is readable. The
sensor converts a physical parameter (e.g. temperature,
speed, humidity, etc.) into a signal that can be measured
electrically. Sensors work by receiving a signal from a
device such as a transducer, then respond to that signal by
converting it to an easy-to-read and understandable out-
put. In other words, the transducer converts one form of
energy to another, while the sensor consisting of the
transducer converts the output of the transducer to a read-
able format. Sensors are used in all aspects of life to de-
tect or measure different conditions. Many companies in
the world have developed different sensor designs to
measure different physical sizes. Many changes are hap-
pening every day in all industries, including the transfor-
mation of production processes, the increased flexible
automation of production processes, new form of delivery
of finished products, and new way of consumption, as a
result of the implementation of Industry 4.0, which is
based on new technologies such as the 10T, 3D printers,
robotic technology, radio frequency identification, etc.

The application of the aforementioned Industry 4.0
technologies would not be possible without the use of a
smart sensor. Based on Figure 1, which presents a sche-
matic illustration of a smart sensor, we see those smart
sensors with built-in 10-Link (the first standardized 10
technology in the world (IEC 61131-9) for communica-
tion with sensors and actuators) act as standard 1/0 sen-
sors used until they connect to the 10-Link Master
[16, 17]. When the sensors are connected to the 10-Link

Master, we are able to access all the advanced data and
configuration capabilities that 10-Link has to offer.

Pin_| \'i,;vndl Remark
Ty e
2 | out | Dependson Sensor
3 L- Ground
| ["Communication

4 | C/Q | Switching Signal

Figure 1 — Schematic illustration of the function
of the smart sensor

Many companies in the world have developed a range
of smart sensors for temperature, pressure, speed, prox-
imity sensors, photoelectric sensors, laser sensors, etc.
The leader in the implementation is company Rockwell
Automation from the USA. Due to limitations, we can
show only a small fraction of the design solutions of
smart sensors in Figure 2 [16, 17].

Figure 2 — Smart sensors of different construction designs

The application of smart sensors in production pro-
cesses has been greatly simplified through the standardi-
zation of process data and the latest developments of 10-
Link devices with regard to self-interface and integration
with many different engineering tools. If they are smart
sensors with variable parameters, they allow us to change
their parameters in a moment, which is one of their good
features. Their adjustment to the subsequent parameters
can also be executed in a moment, because changes in the
production process are automatically delivered to the
smart sensors, and they can be adjusted for that produc-
tion process. The advantage of smart sensors is that the
staff does not have to remember the multiple processes of
instructing the sensors. In addition, we constantly have
information not only about the monitored parameters but
also about sensor damage, sensor replacement when nec-
essary, whether the lens is dirty or clean, etc. Multiple
profiles can be stored with smart sensors to support flexi-
ble image production 3.

The storage function, which ensures that device pa-
rameters are automatically downloaded, without tools,
after the device is replaced, has also been successfully
tested on various major devices and devices currently
available in the market. These are two key user benefits
when it comes to the practical application of 10-Link
technology.
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Figure 3 — Smart sensors connected to other
data-monitoring devices

The first smart sensor profile devices are already
available in the market. We need to mention that 10-Link
wireless devices are already in the implementation and
that a wide range of device classes are already expanded,
so 10-Link is increasingly used outside the traditional
manufacturing process automation. Decision-making data
is obtained and monitored with the help of smart sensors.
They are an integral part of the Industry 4.0 and tend to
improve production in the following: detection of defects,
efficient downtime, and maintenance planning, more
efficient supply chain management, increased efficiency
and productivity, rapid transition to the production of
another product, increase of safety and health of workers,
ensured high quality of production, reduced and planned
electricity consumption in the production process, etc. [9,
12, 13]. Unless we have information on what is happen-
ing on machines that are installed in production processes
minute by minute, it is impossible to maintain optimal
productivity and efficiency at any time, and we are una-
ble to avoid unplanned downtime and losses that occur in
the production process. The integration of smart sensors
provides the data we need to create a comprehensive
image at any point in the production process, making it
easy to apply and operate smart machines that increase
the productivity and efficiency of the production process.
Companies implementing Industry 4.0 have new visibil-
ity that will enable them to provide value-added services,
and a competitive advantage for product design, thus
increasing the company's revenue [9-13].In order to mon-
itor parameters and any other data from the production
processes, we need to implement smart sensors that de-
liver the data and connect them to the technology to be
visible and controllable.

2.2 The fundamentals of
implementation

smart sensor

The implementation of smart sensors in production
processes provides a comprehensive view of the produc-
tion process operation. Smart sensors are available for
every possible parameter from temperature to pressure,
flow rate, movement to distance, control of the accuracy
of the performed operation, and many others that we have
not listed. By knowing the current situation in the produc-
tion system and the condition of the sensor, we can en-
sure and timely identify any type of potential malfunc-
tion, including the sensor itself [16-18]. The application
of smart sensors with other necessary equipment in the
production process is schematically presented in Figure 4.

Figure 4 — Schematic representation of smart sensors
implemented in the production process

Smart sensors provide a continuous flow of the valua-
tion process and diagnostic data. They provide a visuali-
zation system, information software and a programmable
controller such as the configuration shown in Figure 4,
which enables the company's connectivity, benefits, and
efficiency. Creating a connected company with smart
sensors and smart machines reduces the complexity of
production processes and errors. They simplify access to
available data that can help achieve overall equipment
efficiency and the average time between failures. The
real-time diagnostics allows optimizing preventive
maintenance and troubleshooting of problems that occur
in the production process, thus reducing the resolution
time by about 90 % [20]. Fully adjustable sensors im-
prove the production process, as well as reduce the
change time for each sensor. There is an option for auto-
matic device configuration to reduce the error when re-
placing the sensor itself. Within each production process,
there are many operations such as material handling,
material transport, performing certain operations, assem-
bly, packaging, varnishing, sorting, etc., where it is nec-
essary to install smart sensor so that we can have infor-
mation about the smooth performance of the operation or
task at any time. Work assignment execution can be bro-
ken down into smaller events such as control, counting,
indexing, ejecting, spraying, and transmitting, in which
smart sensor helps us detect changes in conditions associ-
ated with the action and event. When implementing smart
sensors in the production process, we need to identify key
operations within the production system and define the
focus area in which we need to verify the conditions. We
need to know what the system is doing or what we want it
to do, such as counting products, performing quality
checks, orienting parts, etc. We need to know the feed-
back for each function, and what conditions must be met
after each function in order to confirm that the function
was correctly executed [16, 17]. Once we have identified
the areas where the action is taking place in the produc-
tion process, it is necessary to analyze whether each area
is as important from the point of view of automating the
production process and monitoring the data important in
the production process. After obtaining the answer to the
question about the damage caused by the errors occurring
at that location, we decide on the application of the smart
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sensor, and determine the best position or location to
install the smart sensor.

2.3  Software

The statistical data on the implementation of smart
sensors wits service robots for logistics were downloaded
from the International Federation of Robotics (IFR), the
UN Economic Commission for Europe (UNECE) and the
Organization for Economic Co-operation and Develop-
ment (OECD). For the calculation of statistical descrip-
tions parameter and graphical presentation of data, we
used standard statistical analysis methods and software
system MS-Excel.

3 Results

It is a well-known fact that “Industry 4.0” is present in
all industrial branches in production processes for more
than a decade. Its application is continuously increasing,
including transportation, and supplying customers with
finished products. All new technologies, including smart
robots, are responsible for the development of robotic
technology, so there has been an enormous increase in the
application of service robots for logistics, as shown in
Figure 5 [11].
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Figure 5 — The implementation of service robots for logistics
in the world for the period 2008-2018 and estimated
implementation by 2022

Based on Figure 5, it can be seen that the trend of ap-
plication of service robots for professional use is continu-
ously increasing. In the last five years, the application
trend has gained exponential function, so that 271.000
service robots have been applied in 2018. The growth
trend in the implementation of logistics service robots is
also expected in the coming years, and it is estimated that
in 2022 around 520.490 units of service robots for logis-
tics in production processes will be applied. Company
Mobile Industrial Robots — MiR has developed various
designs of service robots for logistics (Figure 6), which
apply smart sensors. Many companies, including Mobile
Industrial Robots — MiR, have developed software solu-
tions and service robots for logistics to optimize internal
transport for heavy cargo pallets up to 1000 kg, as shown
in Figure 6.

Figure 6 - The role of smart sensors in freight transport
by service robots [14]

Mobile Industrial Robots — MiR service robots are col-
laborative and autonomous and can maneuver safely
around all kinds of obstacles. If a person comes out in
front of a robot, it will stop. Advanced technology and
sophisticated software allow the robot to navigate inde-
pendently and choose the most efficient route to its desti-
nation. When it encounters an obstacle, it automatically
moves around it and can divert the route to avoid stop-
ping or delaying material delivery thanks to smart sen-
sors. Another example of the implementation of smart
sensors in a single production process and setup site is
shown in Figure 7 [17].

Figure 7 — The application of smart sensors in the production
process of the process industry — Bottled product control

In the production operation of the process industry —
bottled product control, smart sensors were used for the
following: 1-Laser Measurement Sensor for bottle label
diameter control, 2-Color Registration Mark Sensor for
label registration, 3-Photoelectric Sensor A for detecting
products exiting the battery, 4-Photoelectric Sensor B for
label placement control, 5-Photoelectric Sensor for incor-
rect label control, and 6-Inductive Proximity Sensor for
control of bottle cap presence. We can implement smart
sensors in any production process depending on the role
to be performed.
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4 Conclusions

The development of new technologies has led to the
development of sensor technology, resulting in smart
sensors, which are continuously being developed and
implemented in all segments of society. Many developed
companies in the world are implementing Industry 4.0.
They are digitizing all processes from raw material to end
customers, which would be unthinkable without the smart
sensors that support Industry 4.0. The implementation of
smart sensors in production processes connects the com-
pany and reduces the complexity of production processes
and errors.

They simplify access to available data that can help
achieve overall equipment efficiency and the average
time between failures. There are many advantages of
implementing smart sensors in the production process,
some of which are: detection of defects, efficient down-
time and maintenance planning, more efficient supply
chain management, increased efficiency and productivity,
rapid transition to other product production, increased
worker safety and health, high production quality, reduc-
tion and planning of electricity consumption in the manu-
facturing process, etc. The paper presents an example of
the implementation of smart sensors in the production
process with the aim of encouraging decision-makers to
implement Industry 4.0 as soon as possible.
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Posib po3yMHHX JaTYHKIB Y BHUPOOHUYOMY Tpoueci Ta BnpoBaaxkenHi Inaycrpii 4.0

Kapaberosuu 1.1*, Kapa6erosua E.?, Maxmia M.2, T'ycak E.2

! Axazmemis Hayku Ta MuctenTsa bocnii i Iepuerosuny, By buctpuk, 7, 71000, M. Capaeso, BocHis i epuerosuna;
2 Vuisepcurer M. Bixau, Byn. 1. Jlio6isukiva, 77000, M. Bixau, Bocuis i ['epuerosuna

AHoTamis. Y CBITI M100aTbHOI KOHKYPEHIIIT KIIEHTH BIHCYBalOTh BCE OLTBII BUMOTH, SIKAM TIOBHHHI BiJIIOBIIaTH
IIPOMUCIIOBI MiAIPHEMCTBA, 100 3aIUIIATUCS aKTUBHUMHM Ha CBITOBOMY PHMHKY. 3 Hi€l IPUYMHU HEOOXiJHO BUKOPHC-
TOBYBAaTH HOBI TEXHOJIOTii y BHPOOHHYMX IIpolecax, BIpoBakyroun [HxycTpiro 4.0. IHmmMu cioBamu, moTpiOHO
CTBOPIOBATH MEPEKi KOMIIaHiH 3a JOIOMOroo 1u¢gpoBoi Tpanchopmallii, 110 JO3BOIUTH BUPOOHUYUM TIpOLIECcaM Bi-
JKPUBATH HOBI CIIOCOOM ITiABUIIECHHS MPOAYKTHBHOCTI Ta MOKPALIYBaTH 3aralbHy ¢()EeKTHBHICTH BUPOOHHUYOTO MPO-
necy. Komnanism motpiOHO mosrygaTucs 10 3amycKy HU(GPOBHX CUCTEM Bij MOCTayadbHUKA 0 3aMOBHHUKA. Lle mumix,
SIKMH CIIPUATHME ITiJBHUIIEHHIO NPOIYKTHBHOCTI BUPOOHUITBA 1 PEHTAOCNBHOCTI MiJIPHEMCTBA Ta SKOCTI TOTOBOL
MIPOJYKIT, a TAKOXX BIPOBA/DKEHHIO THYYKOI IPOMHMCIIOBOI aBTOMaTH3allii BUpOOHMYMX IpoueciB. BumiesazHadyeHi
TexHouoril Ta IHTepHeTy peuei MoB’s3yI0Th (i3UYHMIT 1 BIpTyaJbHUH CBITH 3 METOIO Kpamioro 300py Ta aHamizy Ja-
HUX, NEPETBOPIOIOYH X Ha iH(opMamito, SKa JOXOIUTH 0 0ci0, sSKi mpuilMaroTh pimeHHs. [y mporo HeoOXimHO
BIIPOBA/DKYBATH PO3YMHI NATYHMKH, AKI HAaJalOTh iHGOpMALi0 y pexXHuMi peaapbHOro dacy. BmpoBamkenns [amycr-
pii 4.0 y BupoOHHYI IpoIIecH, IO peasi3yroThCs 13 3aCTOCYBaHHIM PO3YMHUX JAaTYHKIB, 3a0€3Meuy€e 3MEHILICHHS 9acy
Ha PO3pOOJIEHHS NPOAYKTY, 3MCHIIIECHHS 3aralbHUX BUTPAT, YIOCKOHAJICHHS BUKOPHCTAHHS BUPOOHMYHX IPOIECIB i
X omTHMi3alii, a TAKOX peaji3ye SIKICHe yNpaBJIiHHSA pHU3UKaMH BHPOOHHYOI KOMIIaHil. Y CTaTTi BUKIAJCHI IUIIXN
BIPOBA/KEHHS IHTEJICKTYIbHUX JATYHKIB 1 X IPAKTHYHOTO 3aCTOCYBAaHHS Y BUPOOHHYHUX IPOIIECcaXx.

KuarouoBi cioBa: BupoOHHUMIT Tporiec, po3yMHuil aaTumk, [Hayctpis 4.0, aBromaru3aniss BUpOOHHIITBA, HH(ppPOBE
MEPETBOPEHHS, THyYKa aBTOMATH3aLli.
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Abstract. This study is focused on the evaluation of dependable and eco-friendly methods for the synthesis of
metal nanoparticles is a significant step in the area of application of nanotechnology. One of the alternatives to obtain
this purpose is to use natural techniques such as biological approach. Here, we examine biosynthesis of metallic na-
noparticles using extract Proteus sp. the metal nanoparticles were successfully synthesized via reduction of silver sul-
fate employed extracted cell of bacterium Proteus sp. Nevertheless, the extracellular acts as a reducing agent to con-
vert silver ion from its aqueous solution and the synthetic were formed within 2 hrs. On the other hand, scanning
electron microscopy (SEM) which describes the surface morphology of bio-reduction of Ag-nanoparticles demon-
strated that the spherical nature occurred through the bio-synthesis process and the particles are mostly circular and
irregular in shape, UV-visible exhibit a peak at 423 nm corresponding to the plasmon of silver nanoparticle and XRD
pattern was taken and presented that all peaks were indexed by hexagonal wurtzite phase (PIXcel 1D). In spite of
that, the band gap energy measured (2.93 eV) and suggested strong scattering of the X-ray in the crystalline phase.
Finally, we concluded that this study offers the remarkable report that biological synthetic of metal nanoparticle is
helpful to avoid the negative influence of physical and chemical process that is inappropriate for medical applica-

tions.

Keywords: bandgap, Proteus, bio-reduction, metallic nanoparticle.

1 Introduction

Noble metallic nanoparticles have now become the
target of focused study. It is known that the chemical
methods use corrosive chemicals to the synthesis of na-
noparticles. In addition, the need in this time is the devel-
opment of methods for the synthesis of nanoparticles by
eco-friendly benign methods. Researchers in this field are
eagerly looking into bio-synthesis for non-toxic systems.
The biological process of the microorganism and bacte-
rium origin have suggested eco-friendly methods for the
synthesis of nanoparticles [1, 3]. However, the fabrica-
tion, characterization, and application of biologically
synthesized nanomaterials have become a significant
section of nanotechnology Bio-motivate techniques ex-
tremely lead to the synthesis of nanostructures that are
uniform in the shape and size. The demands of bio-
synthesis of nanoparticles were started as the chemical
and physical processes were been costly [2]. Many re-
searches confirmed that the biosynthetic of silver nano-
particles using via chemical process produce some un-
wanted materials which absorbed on the surface of the

nanoparticles may have hostile effects in medical applica-
tions. Thus, many of the latest antibacterial agents devel-
oped in the last decades; none of them has been achieved
its activity against multi-drug resistant bacteria [5, 7].
Newly, nanotechnology has very remarkable in the phar-
maceutical and biomedical field as alternative antimicro-
bial agent design in the view of the fact that renovation
the occurrence and infective diseases of antibiotic-
resistant strains, especially within gram-negative bacteria.
Also, there is an increasing concern for silver nanoparti-
cles on account of the antimicrobial properties [14]. Sil-
ver is a powerful inorganic antimicrobial agent, safe and
non-toxic that is capable of killing about 600 types of
diseases [11].

2 Literature Review

Recently, nanoparticles are being viewed as a funda-
mental building-blocks of nanotechnology. The most
significant and distinct property of these nanoparticles is
their enormous surface area to volume ratio, thus increas-
ing their antimicrobial power as they would interact bet-
ter with the cell of microorganism surfaces at a tiny
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amount of dosage [3]. Definitely, in the case of silver
nanoparticles, the broad spectrum antimicrobial activity
enhances their use in biomedical applications, food pro-
duction, cosmetics, clothing, numerous household prod-
ucts, and water and air purification [2, 3, 9]. Synthesis of
nanoparticles via biosynthetic process provided non-
toxic, eco-friendly and economic through an alternative
to the various chemical and physical methods. Microbial
such as yeasts, mold fungi, and bacteria are mostly pre-
ferred for nanoparticles biosynthetic due to their rapid
rate of growth, ease of cultivation and their ability to
grow at obtainable conditions of pressure, pH and tem-
perature [5]. In a previous study, pointed out that bacteri-
al sp. have various ranges of capability to adsorb heavy
metals and produce nanoparticles during detoxification
methods [6]. Designation of nanoparticles with suitable
shape and size disparity is one of the great challenges of
current nanotechnology [10].

3 Research Methodology

3.1  Proteus sp.

Proteus is included under the Enterobacteriaceae and is
gram-negative, a rod shape, non-capsulated, motile, non-
lactose fermenting, swarm across the surface of blood
agar [16, 17]. It is one of the most common bacteria in
soil and water containing decaying organic matter of
animal origin and usually occurs in large numbers in
sewage.

3.2 Experiments

Proteus sp. was obtained at the Department of Medical
Microbiology of Koya University. The bacterial stock
cultures were maintained on nutrient agar slants at 4 °C.
Gram staining technique for the bacterial sample has been
conducted to confirm Proteus sp. Fresh bacterial sample
inoculated into 200 ml of nutrient broth and incubated in
a shaker incubator at 37 °C for 24 hrs. To obtain the bio-
mass the culture medium centrifuged at 5000 rpm for
15 min, then washed many times with double distilled
water to obtain a wet amount of the biomass (cells) [22].
The collected cells digested in 100 mL double distilled
water for 24 hrs, the biomass was separated via 0.15—
0.21 mm using Durapore membrane and the resulted
filtrate was extracted from the cell. The final solution was
light yellow and used for the reduction of silver sulfate
(0.0006M). The converted time (Ag* ions to Ag®) was
2 hrs to get brownish colloids. Further, the batch experi-
ment carried out in bright condition (Figure 1).

a b

Figure 1 — Colloids of silver nanoparticles and the extracted
cells filtrate of Proteus sp.

4 Results

Proteus, both in mixed and pure cultures, has been
found to be associated with a variety of pathological con-
ditions. Pathogens found mainly in urinary tract infection
or commensals found in the normal intestine and sewage
[17]. Proteus species are opportunistic pathogens found
with varying frequencies in the normal intestinal flora
and differ from another group of Enterobacteriaceae in
the production of very potent Urease which aids their
rapid identification [R2004]. As shown in Figure 2 the
bacteria are gram-negative, bacilli shaped [18].

Figure 2 — Gram stain of Proteus sp.

UV-visible spectroscopy measurement was accom-
plished by utilizing a double-beam spectrophotometer
NORAN operated and scans in the range of 300—700 nm
at a resolution of 2.0 nm [15]. The photo-absorption abil-
ity of the Ag- nanoparticle was detected by the spectrum
as validated in Figure 3. The Ag-nanoparticles exhibited
strong absorption at a wavelength of 423 nm.
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Figure 3 — Spectrum of Ag colloids measurement

Nevertheless, the band gap energy of the Ag-
nanoparticles measured by the following formula:

_1240 Q)

g
/19

E

Where, 44 is the wavelength (Figure 4), validated that
the high ability of Ag-nanoparticles to absorb light by
recorded form the measurement of the band gap energy
which is Eq=2.93 eV of the biosynthesis Ag-colloids
after the addition of extracted cells of Proteus [16].
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Figure 4- Band gap plot measurement of Ag-nanoparticles

Figure 5 proves the crystalline nature of Ag-
nanoparticles using X-ray spectra. However, the diffrac-
tion patterns at the values 38.011, 44.113, 45.293 and
54.483 elucidated the reflections of metal silver [19].
Besides with the four peaks above some other unassigned
peaks were also observed at 26.540, 30.010, 32.670,
41.713 54.394 and 59.270. Finally, the high intensity of
these peaks confirmed strong scattering of the X-ray in
the crystalline phase [20].

The FT-IR spectra of Ag-nanoparticles synthesized
from extracellular of Proteus are given in Figure 6. The
measurements were achieved to characterize the possible
bio-molecules responsible for capping and effective stabi-
lization of the Ag-nanoparticles biosynthesized by ex-
tracted Proteus which indicate peaks at 3445, Ts.
3787 cm! assigned to stretching aldehyde C-H stretch-
ing and O-H respectively. The peaks 2 338, 2 063, and
2359 cm corresponds to C-N stretching of amine [15].
This proposed that the biological molecules might be
possibly performed functions of stabilization and for-
mation of Ag-nanoparticles in the aqueous media [12,
21].

Surface morphology of biosynthetic of Ag-
nanoparticles (Figure 7) clearly demonstrated the pres-
ence of nanoparticles in both dispersed and aggregated
form. The size diameter of the Ag-nanoparticles has been
noticed to lie between 20 to 40 nm and the shapes were
indicated as spherical. Similarly, in a size range of 30—
50 nm was reported elsewhere [12, 18]. Also, [22] report-
ed that morphology analysis (SEM) of Ag-nanoparticles
synthesized from a mushroom revealed the spherical
nature of Ag-nanoparticles and size distribution in a
range of 40 nm [13].

5 Conclusions

The bio-reduction of silver ions has been successful-
ly occurred through biosynthetic extracellular microor-
ganisms. Here, we demonstrate that materials released
from intera-cell and cell wall of Proteus. The expected
mechanism for the formation of Ag-nanoparticles
includes reduces polysuccerides and

Counts

it
RWAN
100 IWMF |

Pasition

Figure 5 — X-ray spectra of extracellular-biosynthetic
of Ag-nanoparticles from Proteus

Figure 6 — FT-IR spectra of bio-reduction and formation
of Ag-nanoparticles

Figure 7 — Images of surface morphology of biosynthetic
Ag-nanoparticles in both form

enzymes into wall and cell that occurred by Proteus. In
fact, this work showed relevant materials to produce
more metallic-nanoparticles with good shape, size, and
morphology. Also, we suggest taking more studies in
this area. Finally, we also suggest the biosynthetic of
Ag-nanoparticles to be a suitable candidate for optoe-
lectronic devices and sensors.

Journal of Engineering Sciences, Volume 6, Issue 2 (2019), pp. C 1-C 5

C3



References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Pliatsuk, L. D., Chernysh, Y. Y., Ablieieva, I. Y., Kozii, I. S., Balintova, M., Matiash, Y. O. (2018). Sulfur utilization in the sys-
tems of biological wastewater denitrification. Journal of Engineering Sciences, Vol. 5(1), pp. H7-H15,
https://doi.org/10.21272/jes.2018.5(1).h2

Ghosh, S., Jagtap, S., More, P., Shete, U. J., Maheshwari, N. O., Rao, S. J., Pal, J. K. (2015). Dioscorea bulbifera mediated syn-
thesis of novel Au core Ag shell nanoparticles with potent antibiofilm and antileishmanial activity. Journal of Nanomaterials,
Vol. 16(1), pp. 161.

Salih, S. J., Smail, A. K. (2016). Synthesis, characterization and evaluation of antibacterial efficacy of zinc oxide nanoparticles.
Pharmaceutical and Biological Evaluations, Vol. 3(3), pp. 327-333.

Saravanan, M., Barik, S. K., MubarakAli, D., Prakash, P., Pugazhendhi, A. (2018). Synthesis of silver nanoparticles from Bacil-
lus brevis (NCIM 2533) and their antibacterial activity against pathogenic bacteria. Microbial Pathogenesis, VVol. 116, pp. 221-
226.

Sarsar, V., Selwal, M. K., Selwal, K. K. (2015). Biofabrication, characterization and antibacterial efficacy of extracellular silver
nanoparticles using novel fungal strain of Penicillium atramentosum KM. Journal of Saudi Chemical Society, Vol. 19(6),
pp. 682-688.

Farig, A., Khan, T., Yasmin, A. (2017). Microbial synthesis of nanoparticles and their potential applications in biomedicine.
Journal of Applied Biomedicine, Vol. 15(4), pp. 241-248.

Balashanmugam, P., Santhosh, S., Giyaullah, H., Balakumaran, M. D., Kalaichelvan, P. T. (2013). Mycosynthesis, characteriza-
tion and antibacterial activity of silver nanoparticles from Microporusxanthopus: a macro mushroom. International Journal of
Innovative Research in Science, Engineering and Technology, Vol. 2(11), pp. 1-9.

Kalpana, D., Lee, Y. S. (2013). Synthesis and characterization of bactericidal silver nanoparticles using cultural filtrate of simu-
lated microgravity grown Klebsiella pneumoniae. Enzyme and Microbial Technology, Vol. 52(3), pp. 151-156.

Ali, D. M., Sasikala, M., Gunasekaran, M., Thajuddin, N. (2011). Biosynthesis and characterization of silver nanoparticles using
marine cyanobacterium, Oscillatoria willei NTDMO1. Digest Journal of Nanomaterials and Biostructures, Vol. 6(2), pp. 385-
390.

Vahabi, K., Mansoori, G. A., Karimi, S. (2011). Biosynthesis of silver nanoparticles by fungus Trichoderma reesei (a route for
large-scale production of AgNPs). Insciences Jornal, Vol. 1(1), pp. 65-79.

Hosseini, M. R., Sarvi, M. N. (2015). Recent achievements in the microbial synthesis of semiconductor metal sulfide nanoparti-
cles. Materials Science in Semiconductor Processing, Vol. 40, pp. 293-301.

Salih, S. J., Rashid, B. Z. (2015). Cranberry stem as an efficient adsorbent and eco-friendly for removal of toxic dyes from in-
dustrial wastewater. Physico Studies. International Journal of Pharmaceutical Chemistry, Vol. 5(6), pp. 207-217.

Usman, A. R., Kuzyakov, Y., Lorenz, K., Stahr, K. (2006). Remediation of a soil contaminated with heavy metals by immobiliz-
ing compounds. Journal of Plant Nutrition and Soil Science, Vol. 169(2), pp. 205-212.

Yanovska, H. O., Bolshanina, S. B., Kuznetsov, V. M. (2017). Formation of hydroxyapatite coatings with addition of chitosan
from aqueous solutions by thermal substrate method. Journal of Engineering Sciences, Vol. 4(2), 2017.
https://doi.org/10.21272/jes.2017.4(2).f1

Salih, S. J., Anwer, S. S., Faraj, R. H. (2017). A biosorption of Mercury from wastewater using isolated Aspergillus sp. Modi-
fied 1, 10-Phenanthroline: Hill isotherm model. Science Journal of University of Zakho, VVol. 5(4), pp. 288-295.

Ray, C. G., Ryan, K. J. (2004). Sherris Medical Microbiology: An Introduction to Infectious Diseases. McGraw-Hill.

Mobley, H. L., Belas, R., Lockatell, V., Chippendale, G., Trifillis, A. L., Johnson, D. E., Warren, J. W. (1996). Construction of a
flagellum-negative mutant of Proteus mirabilis: effect on internalization by human renal epithelial cells and virulence in a mouse
model of ascending urinary tract infection. Infection and Immunity, VVol. 64(12), pp. 5332-5340.

Jayaseelan, C., Rahuman, A. A, Kirthi, A. V., Marimuthu, S., Santhoshkumar, T., Bagavan, A., Rao, K. B. (2012). Novel mi-
crobial route to synthesize ZnO nanoparticles using Aeromonas hydrophila and their activity against pathogenic bacteria and
fungi. Spectrochimica Acta Part A: Molecular and Biomolecular Spectroscopy, Vol. 90, pp. 78-84.

Singh, P., Kim, Y. J., Zhang, D., Yang, D. C. (2016). Biological synthesis of nanoparticles from plants and microorganisms.
Trends in Biotechnology, Vol. 34(7), pp. 588-599.

Hussain, 1., Singh, N. B., Singh, A., Singh, H., Singh, S. C. (2016). Green synthesis of nanoparticles and its potential applica-
tion. Biotechnology Letters, \VVol. 38(4), pp. 545-560.

Agarwal, H., Kumar, S. V., Rajeshkumar, S. (2017). A review on green synthesis of zinc oxide nanoparticles — An eco-friendly
approach. Resource-Efficient Technologies, Vol. 3(4), pp. 406-413.

Moghaddam, A., Namvar, F., Moniri, M., Azizi, S., Mohamad, R. (2015). Nanoparticles biosynthesized by fungi and yeast: a
review of their preparation, properties, and medical applications. Molecules, Vol. 20(9), pp. 16540-16565.

C4 MANUFACTURING ENGINEERING: Materials Science


https://doi.org/10.21272/jes.2018.5(1).h2
https://doi.org/10.21272/jes.2017.4(2).f1

VK 546.57:54.05

BiocuHTe3 HAHOYACTHHOK CPidJj1a, eKCTpParoBaHMX i3 3acTocyBaHHsAM Proteus
Ilamepan M. C.%, Ceprin C. A.2, Apapa X. C.2

!'Vuisepcurer M. Koita, 6-p I. Mirtepana, M. Koiia, Ipak;
2 Menuunuii yrisepeutet imM. Xoyiepa, Byt 100 M, 178, m. Ep6in, Ipak

AHoTamisi. 3aponoHoBaHe TOCIIHKEHHS CIIPSIMOBaHE HA OI[IHIOBaHHS HAIITHUX 1 €KOJOTIYHUX METOMIIB CHHTE3Y
METaJICBUX HAHOYACTHHOK, 110 JJO3BOJIMIIM 3pOOHUTH 3HAYHMI KPOK y chepi 3acToCyBaHHS HaHOTEXHOJIOTiH. OxHiero 3
aIbTepPHATUB JUIS JOCSATHEHHS ITOCTABJIEHOI Li€] METH € BUKOPHUCTAHHS NIPHPOJHHUX METOIB, 3aKpeMa 010JI0Ti4HOTO
nigxony. Y poOoTi po3risgaeTbess 610CHHTE3 METaJeBUX HAHOUYACTUHOK 3 BUKOPHCTaHHAM eKcTpakTy Proteus. [Ipu
LFOMY METaJIeBi HAHOYACTHHKHU YCIIIIHO CUHTE3YBAJIMChH 3a TOIOMOTOIO BiIHOBJICHHS Cynb(daTy cpibia, 0 eKCTpa-
ryeTbes KIiTKaMu Oaktepii Proteus. Tum He MeHII, MO3aKIITHHHE CEPEIOBHUINE JIi€ K BiIHOBHUK ISl IEPETBOPEHHSA
ioHIB cpibna 3 H0ro BOJHOTO PO3YMHY, i CHHTE3 BiIOYBa€ThCS BIPOIOBXK 2 rof. 3 iHIIOTo OOKy, CKaHylo4a eJeKT-
POHHA MIKPOCKOIIis, IO OIHcy€e MOP(OJIOTiIo MOBepXHI OiopeayKiii HAHOYaCTHHOK cpidiia, MPOJEMOHCTpYyBaa, 10
y mporneci 6i0CHHTe3y YTBOPIOEThCs chepryHa (hopMa, a YaCTHHKH B OCHOBHOMY KpPYTJIOi Ta HENIpaBHILHOI opMH,
BUAMMI B yIbTpagioJeTOBOMY CHEKTPi YaCTHHKU MPOSBISIOTH MK NPH JAOBXKUHI XBUIb 423 HM, IO BiINOBiJa€ IUIa-
3MOHY HaHOYACTHHOK cpi0ia, a peHTreHorpadiyHa KapTHHA ITOKa3ajia, M0 BCi MiKK OyiM BU3HAYCHBI FeKCaroHajb-
HOW (hazoro cynpdbiaa THHKY. He3Bakaroun Ha 1e, BU3HA4eHO eHepriro 2,93 eB, a Takox 3ampOIIOHOBAHO CHIIBHE
PEHTTeHIBChKE BUIIPOMIHIOBAHHS JUIsl KpUCTANIYHOI (a3u. Y pe3ynbraTi 3po0JIeHO BHCHOBOK, IO MPOBEJCHE JOCTi-
JDKSHHSI ATBEpXKY€E TOH (akT, Mo 6i0CHHTE3 MeTaJeBUX HAaHOYACTHHOK J03BOJISIE 3aITO0IrTH HETATHBHOTO BILIHBY
(i3MYHMX 1 XIMIYHUX IIPOLECIB , IO BiIOYBAIOTHCS y 3ac00axX MEAMYHOTO 3aCTOCYBaHHSI.

KorouoBi cioBa: 6anpram, Proteus, 6iopenykiiist, MeTaieBa HAaHOYaCTHHKA.
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Abstract. The paper is devoted to the search for technological methods of increasing the resistance of the stamp
tool for hot deformation. New non-standard combinations of cyclization schemes and parameters of thermocycling
processing within the regime were developed. This is allowed the creation of managed structural states in the metal
due to the grinding of grain, the creation of high density of defects, and the acceleration of diffusion processes to ef-
fectively manage the structure, increase the mechanical, operational properties and prevent the destruction of the
working surfaces of the tool. New modes of thermocycling treatment, which have a positive effect on the mechanical
characteristics of HNMD5 steel, have been developed and tested. The conducted heat treatment in experimental modes,
consisting of thermocycling treatment as a preliminary, quenching and tempering as the final, allows obtaining a
more homogeneous structure with the preservation of fine grain and a given hardness. The grain size of the steel
HNMS5 structure after the use of thermocycling treatment decreases from 5-6 to 7-8 points, and after the final heat

treatment — to 9-10 points.

Keywords: stamp of hot deformation, thermocycling treatment, strength, relative narrowing, thermal resistance.

1 Introduction

Hot volume stamping is used to produce blanks for the
responsible parts of cars, tractors, agricultural machines,
airplanes, railway cars, machines, etc. [1]. It is quite
common to use steel HNM5 for hot deformation stamps,
which is now the widespread material in the production
of hot stamping tools in batch production [2].

The problem of improving the quality, reliability, and
durability of the tool for hot deformation of metal is rele-
vant in connection with the improvement of the design of
rolling mills and forging and pressing equipment, if nec-
essary, to achieve greater compression forces and defor-
mation rates. Therefore, the priority of materials science
at the present stage is the development of new high-
efficiency modes of strengthening, which allow increas-
ing the level of physical, mechanical and operational
properties of the tool.

Currently, thermocycling treatment (TCT) is the heat
treatment under conditions of cyclic thermal influences
that are intensively distributed [3]. However, it is used in
production for a very limited list of products. The solu-
tion to this problem can be achieved by finding new non-
standard combinations of cycling circuits and TCT pa-
rameters within the regime, which would allow the crea-

tion of managed structural states in the metal by grinding
grain, creating a higher density of defects, accelerating
diffusion processes and other physical effects.

2 Literature Review

The authors investigated the influence of the TCT pro-
cess on the microstructure, mechanical and operational
properties of stamp steels [4-9].

In [4], steels for stamps hot deformation — HNM5,
H2NMF5, H3V3MFS5 were selected for the study. It was
established that TCT with constant Tmax, cooling between
cycles in air up to 350 °C, cooling in oil from the last
heating crushes the structure and makes it more homoge-
neous, which increases the mechanical properties of steel
HNMS5 after thermal cycling and tempering at a given
hardness: KCU 1.4-1.6 times, durability characteristics
by 5-8 %, ductility characteristics twice and more.

The authors of [5] describe an invention related to the
field of metallurgy and can be used for heat treatment of
steels in the manufacture of tools and machine parts in
mechanical engineering: carbon tool steel is subjected to
heat treatment, including repeated heating above Ac; at
40-80 °C at a speed of 4-8 °C/s, cooling in a cycle below
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Aci to 250-300 °C at a rate of 1-7 °C/s, tempering at
160-240 °C.

In [6], the authors tested TCT modes on stamps made
of steel HNMD5, the parameters of which were obtained
experimentally and focused on obtaining an improved
complex of mechanical properties (with high impact
strength).

The application of the proposed method of thermocy-
cling processing allows increasing the toughness of car-
bon tool steel by 4-6 times compared with traditional
hardening while maintaining high hardness and strength

[71.
3 Research Methodology

3.1 Objects of research

Chromium-nickel steel for stamps hot deformation
HNMS5 and its properties were selected as the object of
study.

Steel HNMS5 is tool-grade, high-quality, medium-alloy,
semi-heat-resistant, high-viscosity and high-throughput.
Its chemical composition and mechanical properties are
shown in Tables 1, 2 (data according to GOST 5950-73).

Tablel — The chemical composition of steel HNMS5, %

C Mn Si Cr Ni
0.5-0.6 0.5-0.8 0.1-04 0.5-0.8 14-1.8

Mo W P S Cu

0.15-0.30 - 0.03 0.03 0.3

Table2 — Mechanical properties of steel HNM5 after treatment

KCU Hardness
002, MPa|os, MPa| 6, % | v, % kJ/mZ] surface core
HRC HB
1270 1470 11 38 440 40-44 352-397

Steel has the following purpose: the production of
hammer stamps, steam and pneumatic hammers with a
mass of parts falling more than 3 tons, press stamp ma-
chine speed stamping during hot deformation of light-
colored alloys, blocks of stamps for inserts of horizontal
forging machines.

3.2 Methods of research

Metallographic methods and standard mechanical
properties tests were used to study the mechanisms of
hardening steel: impact and tensile tests.

It was used a pendulum coper MK-30A with a variable
energy reserve in the range from 10 to 300 J and tensile
machine P-20 for static testing of specimens of metals by
static tensile loads in accordance with GOST 7855-68.

Koper pendulum MK-30A meets the requirements of
GOST 10708-82 and is intended for testing of materials
for shock bending in accordance with GOST 9454-78.
Koper is intended for work in the premises of laboratory
type. The tests were performed on specimens with sharp
cuts of defined shape and size, in accordance with GOST
9454-78.

Hardness measurements were performed using Rock-
well hardness tester.

Metallographic analysis of the structure of steel was
carried out on a microscope MIM 7.

4 Results

The influence of technological methods on increasing
the mechanical properties of steel HNM5 was investigat-
ed by the following methods:

1. Carrying out of heat treatment of steel HNM5 ac-
cording to the standard (Figure 1) and experimental
modes of thermocycling as preliminary heat treatment
(Figure 2).

2. Determination of mechanical properties of the mate-
rial for hot deformation stamps in the initial state and
after the completed modes of heat treatment (Tables 3, 4).

3. Metallographic analysis of the structure of steel
after previous and final modes of heat treatment
(Figures 3-7).

Thermecyet rrenfmeant

T ARC
Martenite
with fingl grains

Fargirol

Hrfensire

TRErmACpET fregiment

g NS

Hardensite
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Martonsie
with fivel grais

41-k7 HRE
Sortarel

Figure 2 — Experimental modes of heat treatment

Journal of Engineering Sciences, Volume 6, Issue 2 (2019), pp. C 6-C 10

C7



Figure 3 — Microstructure of steel HNM5 after isothermal
annealing (b) and thermocycling treatment (b), x480

Figure 4 — Microstructure of steel HNM5
after standard heat treatment, x500

Figure 5 — Microstructure of steel HNMS5, x480: a — after ther-
mocycling 750 °C + quenching 850 °C + tempering 400 °C;
b — after thermocycling 750 °C + quenching 850 °C +
+ tempering 500 °C

a b

c

Figure 6 — Macrostructure of samples of steel HNMS5 after
impact test: a — before thermal cycling; b — after thermal cycling
750 °C + quenching 850 °C + tempering 400 °C; c — after ther-
mocycling 750 °C + quenching 850 °C + tempering 500 °C

a b c

Figure 7 — Macrostructure of samples of steel HNM5 after ten-
sile test: a — before thermal cycling; b — after thermal cycling
750 °C + quenching 850 °C + tempering 400 °C; ¢ — after
thermal cycling 750 °C + quenching 850 °C + tempering 500 °C

Table 3 — Results of the impact test

The work, which Impact
Mode of heat was spent on the - -
; viscosity
treatment destruction of the an KN/m2
sample 4., N "
Without heat treatment 24.0 300
Isothermal annealing 850 °C,
quenching 850 °C + 35.2 450
+ tempering 500 °C
Thermal cycling +
+ quenching 850 °C + 166.0 2075
+ tempering 400 °C
Thermal cycling +
+ quenching 850 °C + 190.0 2375
+ tempering 500 °C

Table 4 — Results of the tensile test

Mode of heat treatment
Isothermal annealing 850 °C,

o8, MPa | 0, % v, %

quenching 850 °C + 1470 11.0 | 38.0
+ tempering 500 °C
Without heat treatment 794 16.0 42.6

Thermal cycling + quenching
850 °C + tempering 400 °C
Thermal cycling + quenching
850 °C + tempering 500 °C

1654 6.7 429

1498 14.3 43.0

5 Discussion

Standard heat treatment of steel HNM5 includes iso-
thermal annealing as pre-heat treatment, quenching, and
tempering as final heat treatment (Figure 1).

The mode of pre-heat treatment is annealing tempera-
ture 830-850 °C; the exposure is about 1 hour; slow cool-
ing to 750-770 °C, holding for 0.2 hours, cooling with
the oven. The result is a structure of granular perlite with
a hardness of 197-221 HB, grain perlite grain score is 5—
6 points (Figure 3 a).

The structure of the steel after quenching is martensite.
Steel HNM5 is characterized by low resistance to the
growth of austenite grain because its carbide phase is
mainly composed of soluble particles of the MsC type.
The hardness after quenching is 56-60 HRC.

The reduction of the hardness of steel HNM5 with an
initial hardened structure can be achieved by tempering at
a high temperature of 500 °C. After heat treatment, the
steel has a structure of granular tempered sorbite with
hardness 40-45 HRC (Figure 4).

After conducting a literary patent search and analyzing
the literature data on the influence of thermocycling pro-
cessing on the microstructure, mechanical and operational
properties of tool steels, and stamped ones, two experi-
mental modes of heat treatment were developed
(Figure 2). Samples of steel HNM5 underwent thermal
cycling according to the regime, which included four-
cycle heating to a constant temperature of 750 °C and
intermediate cooling in air to a temperature of 500 °C
(above M,). The hardness of the steel after TCT is
31 HRC, the grain score — 7-8 points, the structure after
the experimental mode of thermocycling is shown in
Figure 3 b.
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After thermocycling, the specimens were machined.
The final heat treatment was then carried out — quenching
by standard heat treatment for steel HNMS5 — heating to a
temperature of 850 °C, the exposure for 0,1 hour and
cooling in oil, and tempering — in one mode to a tempera-
ture of 400 °C, and in another — to 500 °C.

The hardness of steel HNMS5 after quenching is
57 HRC, after tempering at 400 ° C — 45 HRC, after tem-
pering at 500 °C — 41-42 HRC. The grain score of the
structure after tempering at 400 °C is 9-10 points, at
500 °C — 8-9 points. Figure 5 shows the microstructures
of steel HNM5 after two experimental heat treatment
modes.

So, the conducted heat treatment in experimental
modes, consisting of TCT as a preliminary, quenching
and tempering as the final, allows obtaining a more ho-
mogeneous structure with the preservation of fine grain
and a given hardness.

The impact tests showed (Table 3, Figure 6):

1. The use of TCT experimental mode, which included
four cycles with heating to 750 °C, cooling between cy-
cles in air, from the last cycle — with the oven, quenching
with heating to 850 °C and tempering at 400 °C, allows
increasing the value of KCU 4 times compared to typical
heat treatment.

2. The use of TCT experimental mode, which included
four cycles with heating to 750 °C, cooling between cy-
cles in air, from the last cycle — with the oven, quenching
with heating to 850 °C and tempering at 500 °C, allows
increasing the value of KCU 5 times compared to typical
heat treatment.
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6 Conclusions

The experimental modes of thermocycling that includ-
ed 4 cycles of heating to 750 °C, cooling in the last cycle
with the furnace, quenching of heating to 850 °C with
cooling in oil and tempering to 400 ° and 500 °C, allow
obtaining a more homogeneous structure with preserva-
tion of fine grains.

The grain size of steel structure after using thermocy-
cling decreases from 5-6 to 8-7 points, after the final
heat treatment the grain score was 9-10 points.

The tests of mechanical properties showed that for the
obtained fine grain structures of steel HNMS5 is tended a
significant increase in ultimate strength (os is about
100 MPa) while increasing the relative narrowing of
about 1.5 times and KCU in 4-5 times after thermocy-
cling, quenching and tempering, which significantly su-
perior properties of steel after standard heat treatment.
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3acTocyBaHHs 3MIIHIOBAJIBLHOT0 TEPMOIMKIIYHOT0 00p00IeHH S

JJIS. MaTepiajiB mITaMmiB rapss4oro aeopmMyBaHHSA
Bepnanip X. B., Tosopyn T. I1.}, Bonnapenxo M. €.1, IlIsenos [I. B.}, Bopo6iios C. 1.2

L Cymchbkuit nepxaBHuil yHiBEpCHTET, ByJ1. PuMcbkoro-Kopcakosa, 2, 40007, m. Cymu, Vkpaina;
2TacruryT disuxu, Yuisepcurer im. I1. 1. Illadapuka y m. Kommune, Bys1. IlIpo6aposa, 2, 041 54, m. Komune, Croaudnsa

Anoramnisi. CTaTTs NPHUCBSTYCHA TTONIYKY TEXHOJOTIYHHX METOJIB MiJBUIIEHHS CTIMKOCTI IITAMIIOBOTO iHCTpyMe-
HTa Ui rapsdoro neopMyBaHHS. Y pe3ysbTaTi OCHIIKEHHsS Oyin po3poOJieHi HOBI, HECTAaHIApPTHI CIOJIyYEHHS
CXeM IMKIYBaHHA 1 mapamerpis TepmonukiiyHoro oopoduenns (TLO) y mexax pexxumy. Lle 103BonII0 CTBOPUTH B
MeTajl KepoBaHi CTPYKTYpHI CTaHM 32 PaxyHOK HNOAPIOHEHHS 3epHa, CTBOPEHHS MiABHIICHOI IIIIBHOCTI Ae(eKTiB 1
MpUCKOpeHHs Mudy3iiHHUX MpoleciB 3 METOI e(peKTHBHOTO YIPABIiHHS CTPYKTYPOIO, MiJBHIICHHS MEXaHIYHHX,
eKCIITyaTalifHuX BIaCTHBOCTEH Ta 3armoOiraHHs pyHHYBaHHIO pOOOYMX MTOBEPXOHB iHCTpyMeHTa. Po3pobieHo i Bu-
npoOyBano HOBI pexxnmu TI{O, siki TO3UTHBHO BIUIMBAIOTH HA MeXaHiuHi xapakTepucTuku craini SXHM. IIposenene
TepMiuHe 0OpOOIICHHS BiIIOBITHO 10 EKCIIEPUMEHTAIBHUX PEXKUMIB, IO CKIIAJAIOCH i3 HONEPEAHBOTO TEPMOIHKIIi-
YHOTO OOpOOIEHHS 3 MOCHIAYIOUMMH TapTyBaHHSAM 1 BiAITYCKOM, J03BOJISIE OTPUMATH OUTBII OJHOPIAHY CTPYKTYpPY
MeTaly i3 30epeskeHHAM ApiOHOTO 3epHa 1 3axanoi TBepaocTi. Po3mip 3epHa cTpykrypu crani SXHM micns Bukopuc-
TaHHS TEPMOLUKIIYHOTO OOpOOICHHS 3MEHITYEThCS 3 5—6 10 7—8 OaliB, a micis OCTaTOYHOTO TEPMIYHOTO 0OpO6-
neHHs — 1o 9-10 Gaunis.

KorodoBi cioBa: mraMn rapsdoro aeopMyBaHHS, TEPMOLMKIIYHE OOpOOJICHHS, MIIHICTh, BIJHOCHE 3BYXXCHHS,
TEPMOCTIHKICTB.
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Abstract. Machine fault diagnosis is a very important topic in industrial systems and deserves further considera-
tion in view of the growing complexity and performance requirements of modern machinery. Currently, manufactur-
ing companies and researchers are making a great attempt to implement efficient fault diagnosis tools. The signal
processing is a key step for the machine condition monitoring in complex industrial rotating electrical machines. A
number of signal processing techniques have been reported from last two decades conventionally and effectively ap-
plied on different rotating machines. Induction motor is the one of widely used in various industrial applications due
to small size, low cost and operation with existing power supply. Faults and failure of the induction machine in indus-
try can be the cause of loss of throughput and significant financial losses. As compared with the other faults with the
broken rotor bar, it has significant importance because of severity which leads to a serious breakdown of motor. De-
tection of rotor failure has become significant fault but difficult task in machine fault diagnosis. The aim of this paper
is indented to summarizes the fault diagnosis techniques with the purpose of the broken rotor bar fault detection.

Keywords: machine fault diagnosis, signal processing technique, induction motor, condition monitoring.

1 Introduction

Machine fault diagnosis and condition monitoring are
very important in industrial engineering system, and it
needs more attention considering increasing the perfor-
mance needs of modern machinery. Machine fault and
failure will have quality implications and sometimes may
cause of shutdown of machinery and many financial loss-
es. Therefore, it is necessary to develop intelligent diag-
nosis systems that will be helpful to provide a reliable
and accurate diagnosis which can be able to provide accu-
rate information regarding the present machine condition
[1].

Induction machine (IM), which is also called the asyn-
chronous motor, is a critical component of mostly indus-
trial machinery system which is widely using in the pet-
rochemical, transportation, manufacturing and power
systems just because of its simplicity, reliability, high
excess power load [2]. IM consist of a magnetic circuit
connected with the two electrical circuits which rotate to
each other. Compared with the Direct Current (DC) mo-
tors, IM is low cost, less rugged configuration, in small
size, less maintenance and can operate on the accessible
power line [3]. The range size of induction motors is from

tiny to over 104 hp. But, in the practical applications, IM
is subjected to inescapable electrical, mechanical and
thermal stresses and become the cause of different faults
[4]. Sometimes these faults may cause of shutdown of
machinery and many financial losses [5]. An efficient
diagnosis technique can reduce the unscheduled mainte-
nance cost and trace the fault at early development stages.
Basically, IM was invented by N. Tesla [6]. The rotating
parts of IM do not need the linking electricity due to the
energy which is provided by the electromagnetic induc-
tion [7]. The stator can generate a rotating magnetic field
which induces a substituting electromagnetic energy and
power current in rotor. This inferred power current in
rotor and the rotating field in stator are communicated to
each other and induce a motor torque [8].

2 Literature Review

Numerous methods of induction motor fault diagnosis
were developed in the last decades and many techniques
have been proposed [9, 10]. The most common approach
is the motor current signature analysis (MCSA) [11].
Several of induction motor faults detection and identifica-
tion techniques are based on Fast Fourier Transform
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spectral signature analysis [12-14]. Other techniques
include vibration analysis, temperature measurements,
harmonic analysis of speed fluctuations [15, 16], vibra-
tion monitoring [17], state and parameters estimation
[18], either axial flux or air-gap torque analysis [19],
acoustic noise measurement, and magnetic field analysis
[20-23]. Currently, more and more new techniques based
on artificial intelligence (Al) have been utilized for diag-
nostic induction motor faults, such as fuzzy logic [24,
25], genetic algorithms [26], neural network [27], Bayes-
ian classifiers [28], and envelope of the three-phase stator
current with Al-based on Gaussian mixture models and
reconstructed phase spaces (RPSs) [29].

The methods used to diagnose broken bars can be
broadly categorized into two types, invasive and non-
invasive fault diagnosis techniques [30]. The invasive
methods diagnose broken bars by monitoring the devia-
tion of the magnetic potential vector and asymmetrical
magnetic flux distribution, gyration radius, asymmetrical
magnetic flux distribution, torque and speed fluctuation
and so on [31]. In these methods, sensors and costly
measurement equipment’s are needed, which will in-
crease the complexity and expense of the diagnostic
method [32]. Induction motor faults often generate par-
ticular frequency components in the current spectrum.
The abnormal harmonics contain potential information of
motor faults. Therefore, the frequency analysis approach
is the most commonly used method to diagnose induction
motor faults. The aim of this paper is indented to investi-
gate a broad list of references to the recent advancement
and summarizes the fault diagnosis techniques with the
purpose of BRB fault detection.

3 Research Methodology

3.1 Rotor structure in induction motor

In Induction motor, there are two types of rotor, i. e.
Squirrel cage and wound rotor. Squirrel Cage Rotor
(SCR) is a very simple and widely used rotor for IM
manufacturing. SCR is consists of the plastic-coated iron
core and it is slotted around its circuit lengthwise. Solid
aluminium or copper bars are firmly embedded or pressed
into rotor slots [33]. Short-Circuiting rings are embedded
or welded to the bars at both edges of rotor. Short-

Circuiting bars don’t have to be particularly insulated
from the core just because of resistance which is below
the core [34]. For the placement of rotor core, in some
kind of rotors, the end rings and bars are cast as a single
cage component. The short-circuiting components are
induced in the shorted turns by the stator flux. As com-
pared with the wound rotor with the SCR, the SCR is
comparatively simple and easy to fabricate [35].

Under average operating situations, great thermal and
mechanical stresses are presents when the machine is
being constantly restarted and with heavily loaded [36]. It
is well known that the rotor current during starting can be
increased ten times the normal full load current and can
be the cause of large stresses in the rotor circuit. The bar
cracks have increased the resistance and produced the
heat at the crack. The crack bar will almost break, and
arcing will happen across the break. This arcing will then
damage the laminations around the faulted bar. The near-
est bar will carry an increased current and lead to increase
the current and could do damage the stator winding and
rest of rotor bars as well [37, 38].

By applying the threshold rules to diagnose the BRB
fault in healthy induction motors, the following authors in
Table (1) proposed the different estimation practical
models in [15-17]. These models are used by the other
researchers in [16] which put aside usage of proposed
models for the BRB fault detection in various practical
applications such as compressors, fan, pumps, etc.

Generally, Benbouzid and Thomson present in their
papers an insignificantly higher estimation the number of
rotor broken bars based on the almost similar results as
shown in Figure 1. The intensity of both sideband (left
and right) based on the different load conditions of IM.
Some of the similarity between Benbouzid and Thomson
models results shows similarity between the lower values
of LSB magnitude values i.e. 5-8 dB. Shaft load should
always be in good condition during experiment but it’s
difficult to maintain in practice to precisely nominal load
on an investigated IM. The main disadvantage of the
discussed models is the relationship with IM slide neces-
sary to calculate sidebands frequencies, and IM frequency
slip which is consist of intensity, experimental load con-
ditions and fluctuation of the load between diffident mo-
tors were not presented in proper way.

Table 1 — Broken bar detection experimental results* [10-12]

The amplitude at left side band (LSB)
Author BRB models 50.91 dB 2751dB 30.06 dB 40.16 dB
I sIn &
Benbouzid [10] ‘?'j:“ = 2o0r—a) 0.39 4.00 3.45 3.39
I n
Bellini [11] % = 0.09 2.04 1.58 157
T ees n
Thomson [12] T "I 0.18 2.10 2.88 2.86
LIV —H

*where a = 2zpn/N; Isrs — amplitude of the LSB; | — basic supply current; N — number of rotor bars; n — number of broken bars;

p — number of pole pairs.
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Figure 1 — Comparison of broken bar models

3.2 Common rotor related faults

Rotor related faults are generally related to magnetic
stresses from electromagnetic forces, thermal stresses,
residual stresses in unsatisfactory mechanized and
some environmental stresses that are caused by mois-
ture [39]. Various stresses are comprehensively has
been described in [40]. Rotor related faults are normal-
ly starting at server resistance and produce the high
temperature, and then lead to the damage the rotor bar
[41]. This fault normally takes place at end rings of
cage. For the detection of BRB fault, most of important
parameters are needed to observe in which vibration,
variation in speed, motor current signature, and air-gap
flux are significant parameters. Rotor related failure
into IM can be categorized into breakage of rotor bars,
rotor eccentricity, and breakage of end-rings. The fol-
lowing section concisely describes the abovementioned
faults in rotor [42].

The rotor bar breakage is the key fault in the rotor of
IM. Breakage of rotor bars does not normally result in
an instant failure of the IM and can cause increased
heating, loss of torque and stressing the neighboring
bars [43]. During the operational mode of 1M, the rotor
bars can be fractionally and completely cracked due to
the stresses. Breakage of rotor bars does not normally
result in an instant failure of the IM. Broken bars can
cause a loss of torque and increased heating and stress-
ing of nearby bars [44]. Being able to identify the bro-
ken or cracked bars early decreases shutdown time and
lowers repair expenses since the repairs are generally
only for the rotor. If the bars are not repaired and the
motor continues to operate, additional bar breakage is
likely as well as damage to other components in the
motor [45]. The more rotor bars that break, the larger
the loss of torque and the higher the current in adjacent
bars. The higher current causes higher temperatures in
the area near the broken bars and will also cause stator
damage due to excessive heat. Oscillations in speed
and torque are indications breakage of rotor bars,
which can cause increased wear of other motor compo-
nents. Hafezi et al [46] presented the distinctive rea-
sons for the BRB failure used by the prediction based
model using the instantaneous angular speed (IAS)
analysis to simulate the IM performance in healthy and
in breakage rotor bar condition. To observe the behav-
ior of IM, Runge Kutta Integration (RKI) algorithm
was applied to resolve the rotor bar failure problem.

Eccentricity related faults in rotor cause a consistent
air gap that corresponding the unbalanced magnetic
force and non-consistent air gap magnetic field which
producing the vibration and noise on stator [47-49].
Most of the research [50-54] has been published in last
years about the vibration and noise on Permanent mag-
net synchronous (PMS) and DC motors but little re-
search has been done on the eccentricity related fault in
rotor to observe the vibroacoustic behavior of IM mo-
tors. In ideal operating motor [55], basically the rotor is
centrally lined up with the stator and rotation of the
rotor’s center is similar to the stator geometric center.
A rotor eccentricity can take place in both static and
dynamic eccentricity conditions. In static eccentricity
condition, the position is fixed for the minimal radial
rotor air-gar length in space [56].

4 Results

4.1 Fault diagnosis techniques for BRB

When any fault happens, some of the machine pa-
rameters have to be changed. These parameter changes
depend upon the severity of the fault and interaction
with other parameters. A broad range of survey [34-
441 has been done from different researchers and many
techniques (e. g. thermal monitoring [50, 51], current
analysis [47, 48], torque monitoring [54, 55], noise
monitoring [52, 53] and vibration analysis [49]) for
fault detections has been investigated, but all other
techniques except MCSA are required some expensive
sensors for monitoring machine condition [20, 45].
This is the reason the current monitoring techniques is
non-intrusive and also may use for the remote monitor-
ing in the central motor control center. Several IM
Faults diagnoses techniques are based on the Fast Fou-
rier Transform (FFT) spectrum signature analysis using
the stator current [47]. The methods used to detect the
BRB fault in IM can be classified into two categories,
invasive and non-invasive method [56]. The conven-
tional static relay and electromechanically diagnosis
techniques in the industries are based on the invasive
method because of insertion of temperature sensor in
IM which is used to the measure temperature impact
significant on degree of protection. On the other hand,
non-invasive method is more using and preferable
technique in the industries these days because of inex-
pensive and easily accessible measurement to observe
the machine healthy and abnormal conditions without
separation of IM from system [57].

4.2 Motor current signature analysis

Motor current signature analysis (MCSA) is novel
methods for diagnosing the BRB fault in IM due to its
low cost and simplicity. Basically, this method is based
on the produced sidebands around the fundamental
supply frequency in stator current [57]. Several works
[58-60] has been reported in previously published
papers for the development of machine condition moni-
toring application using MCSA among different indus-
trial case studies [47]. The MCSA use the current spec-
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trum of machine for finding the required attributes of
fault frequencies at what time a fault present. Literature
shows in [58-60] that the critical point about MCSA is
sensing electrical signal which has current sensing
mechanism that can detect the broken rotor bar, shorted
turn, and airgap eccentricity faults, etc. at early stages
of fault development and avoid the severe damage or
completely shutdown of machine. The classification of
different available diagnosis techniques for BRB as
follows in Figure (2).

Fault diagnosis technigues for BRB

e e

. " Non-invasive
Invasive method S
method
i’l X h 4 *
Signal Arlilﬂcml Model Based
Processing Intelligence Hybrid methods Method
based methods Methods cpalue

Figure 2 — Fault diagnosis techniques for BRB fault

Ahmed et al in [61] presents an online machine fault
system which senses the current without any user in-
terpretation at unspecified load. A frequency filter ap-
plied which contain frequency characteristic of induc-
tion machine of normal load condition using a set of
some expert system. All these generated frequencies
managed through a table and neural networks cluster-
ing algorithm inputs compare with the initial machine
performance characterizes. While training the system,
it only requires the good condition of the machine.
Since a fault is going to present and demean the current
signature while it progresses in excess of time, the
system compares these changes with the originally
learned spectra which are stored in table, and if some
change in the spectra, it indicates the fault condition
and generates an alarm. The Author’s claimed that the
combination of rule-based expert system frequency
filter and neural network clustering algorithm increase
the system’s capability to detect the machine faults
with small spectral changes.

In [62], Ayhan et al. stated that MCSA utilized the
outcomes of spectral analysis of stator current. Noise
and distortion always become a cause of disturbing the
signal and effecting on the procedure of detection faults
at early stages. The research work shows that using
Fast Fourier Transform (FFT), the frequency signature
spectrum of some asymmetrical machine faults includ-
ing broken bar, rotor asymmetry, bearing failure, etc.
can be easily identified which leads to better under-
standing of motor current spectra. Supangat concludes
in another paper [63] is that FFT technique is useful for
many application those are using in machine fault de-

tection where signal is stationary. But this is not good
for the analysis of those signal in which frequency get
some variation and non-stationary signals. This issue
can be resolved through time-frequency techniques. i.e.
Short Time Fourier Transform (STFT).

4.3  Spectral feature selection and fault
characteristics

One of the important tasks in BRB fault diagnosis
process is to analyze the spectrum and selection of
sensitive frequency features. Hence, there is a need to
identify and select the most valuable features which are
very important in machine fault identification and lo-
calization process. To use the complete set of feature
sets will cause much cost of time and low performance
because in the original features set there are numerous
irrelevant and laid off features existed [47].

The frequency characterizations of different fault
condition models have been illustrated from previous
literature on current signature analysis. We aim to use
these frequencies models in a further phase of our re-
search to identify the fault frequencies from current
spectrum. Faults in electrical machine produce charac-
teristic fault frequencies that could be examined by
using spectrum analysis of one or more sensor quanti-
ties such as current. The current can be used to com-
pute the instantaneous power. The following Table 2
shows some typical faults conditions and the frequency
components indicators of abnormality.

Table 2 — Typical faults and associated frequencies* [40-42]

Fault Frequency characteristics, Hz

Broken rotor bar (BRB) forp = f1(1 £+ 25)

Air gap eccentricity fece = [ (1 = S)RIp £ K]

Shorted turn fault frequency fe = f[(1 —s)n/p £ K]

* where f1 — supply frequency; s — per unit slip; R — number
of rotors; p — number of poles-pairs; k, n — harmonic number;
n=123,...

4.4  Signal processing techniques for brb
fault detection

Most of the successful machine fault diagnosis and
condition monitoring tools depend on different signal
processing techniques. Through signal analysis, it is
possible to decide the healthy and faulty frequencies of
various machine components in time and frequency
domain. The severity of the fault can be measure
through amplitude of signal both in time and frequency
domain. Fast Fourier transform (FFT) is very simple,
fast and easy to apply on current spectrum signal in
frequency domain but the main problem with FFT is
that not appropriate for the transient signal [50]. But
this problem is not significant in that condition when
the signal is stationary.

To overcome this deficiency, the Short-Time Fourier
Transform (STFT) can be used for analyzing the non-
stationary and transient signal in the time-frequency
domain. But the main problem with this technique is
that it can be analyzed the signal for all frequencies
with a set sized of window [51].
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STFT is also presented the poor frequency resolu-
tion. These two problems of STFT can be overcome by
applying the wavelet transform which provides the

flexible extended time interval and better frequency
resolution. A detailed comparison of the different sig-
nal processing methods is illustrated in Table 3.

Table 3 — Comparison between different signal processing techniques

Technique Faults diagnozed Advantages Disadvantages
o broken rotor bar fault suitable for high load con- | e lost time information
e short winding fault ditions o not effective in light load
FFT [66] e air gap eccentricity e easy to implement condition
e bearing faults ¢ good for visualization fault
symptoms
e broken rotor bar fault fast speed « analyze signal with a
STFT [67] e bearing faults e suitable for varying load fixed-sized window
conditions e poor frequency resolution
e broken rotor bar fault o fast speed e absence of phase infor-
e short winding fault suitable for varying load mation for a complex-
e bearing faults and light load conditions valued signal
Wavelet transform [68, 69] ¢ |oad fault excellent low tim(_a and * poor diret_:t_ionality
frequency resolution for o shift sensitive for input-
low-frequency sideband signal causes an unpre-
components dictable change in trans-

form coefficients in time

5 Conclusions

This paper presents a comprehensive comparison
review on a broad list of references to the recent ad-
vancement and summarizes the fault diagnosis tech-
niques with the purpose of BRB fault detection.

A comprehensive attempted based on the recent ref-
erences is summarized and development in the field of

machine condition monitoring and fault diagnosis. It is
anticipated that this research will be very helpful for
those who are concerned with understanding the domi-
nant capability of machine condition monitoring and
fault diagnosis. The chosen reference list is intended to
cover all possible significant area in machine condition

monitoring and published in recent years.
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AHoTanisi. /liarHocTHKa HECIPaBHOCTEH MalIMH € JyXKe BAKIUBOIO IPOIEMOI0 y MPOMHCIOBHX CHCTEMax i 3a-
CIyTOBY€ Ha MOJATBIINI PO3IIIA 3 OISy Ha 3pOCTarodi BUMOTH IO CKJIAHOCTI Ta MiABUINEHHS eKCILTyaTalliifHIX
XapaKTEePUCTHK CYYaCHHX MAIlUH. Y AaHU{ yac BUPOOHWYI KOMITAHIi Ta AOCHIIHUKH pOOIATH 3HAYHI CIPOOH BIPO-
BaguTH e(hEeKTHBHI 3aCO0H IiarHOCTHKU HecpaBHOCTeH. OOpOOICHHS CUTHAMIB € KIFOUYOBUM KPOKOM y MOHITOPHHTY
CTaHy MAIlMHA B CKJIAJHUX IMPOMHUCIOBUX EIEKTPUYHUX POTOPHUX MAlIMHAX. 3a OCTaHHI POKH OyJI0 po3po0IeHO psia
MeTOJiB 0OpOOJICHHSI CUTHAIIIB, SIKi TPAIMIIIHO 3aCTOCOBYIOTECS Y PI3HUX POTOPHUX MalIMHaX. 30KpeMa, iHITyKIiifHi
JIBUTYHH € IIUPOKO Y)KMBAaHUMH B PI3HUX ray3sX IPOMUCIOBOCTI 3aBASKHU IX HEBEIMKUM po3MipaM, HU3BKI coOiBap-
TOCTI Ta poOOTI 3 ICHYIOUHM JDKEpesioM XXHBJIeHHs. HecrpaBHOCTI iHAYKIIIHOT MalllMHY MOXXYTh CTaTH IPHYHHOIO
3HAYHUX MMPOMHUCIOBHX 1 (piHAHCOBUX BTPAT Ha MiAIpUeMCTBI. [IOpiBHIHIOIOUH Pi3HI HECIIPABHOCTI, MOXHA 3pOOHTH
BHCHOBOK, II[0 JIaTHOCTYBaHHA AC(EKTIB By Ma€ BaXJIMBE 3HAUEHHS Yepe3 CKJIAAHICTh HACHIJKIB LHOTO IE(EKTy,
10 MPHU3BOAUTH 10 CEPHO3HOI HECTIPaBHOCTI ABHUTYHA. [IpH IbOMY BHSBIEHHS 1€l HECIIPABHOCTI € HAICKJIAJHOIO
po0JIEeMOI0 TEXHIYHOI 1iarHOCTUKH HECIPaBHOCTEH MaliHU. ToMy MeTolo I1i€i poOOTH € y3aralbHEeHHsS METOIIB Te-
XHIYHOTO JIIarHOCTYBaHHS HECIIPaBHOCTEH MaIlMH IS BUSIBIICHHS 1e(DeKTiB Bay.

Keywords: miarHocTyBaHHS HECIIPaBHOCTEH MAIIMHH, METOIMKA OOPOOIICHHS CHIHAIY, IHAYKIIHHUA ABUTYH, MOHI-
TOPHHT CTaHy.
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Abstract. Compliance with the rules and regulations of competition “Student Formula Car Racing” that conducted
annually by the ‘Society of Automotive Engineers’ (SAE) India, the car frame must be designed and built with su-
preme priority. The major task posed is to design and fabricate a light weighed vehicle chassis frame without com-
pensating the safety. This paper boards various methods of material selection, technical design optimization and Fi-
nite Element Analysis using ANSYS. The basic design is based on the anthropological study data of the specified
human (95th percentile male) al-lowing fast ‘way-in’ and ‘way-out’ access from the car. According to the rules book
specification on material selection, AISI 4130 chromoly steel was the first time identified for the frame design. Re-
sulting in the final design of the vehicle frame, various analyses were done using ANSY'S and the successive results
are plotted and discussed. The entire design optimization and simulation analysis are based on the 2019 Formula SAE

rules book.

Keywords: finite element analysis, AISI 4130 chromoly steel, frame construction, Society of Automotive Engineers.

1 Introduction

The Formula SAE (FSAE) competition is a sponsor-
ship contest held annually by the Society of Automotive
Engineers (SAE), India from the period of 1998 to till
date. Student teams from various engineering colleges all
over India participate in this event, battle each other in
car racing.

The teams are awarded points, based on different crite-
ria of designing, fabricating and trail running the car.
Basically, the criteria are based on the rulebook framed
by SAE INDIA [1]. As per the rulebook, this paper exam-
ines numerous traits of design of the vehicle frame, with
an application emphasis to an open-wheeled, space-frame
race car chassis, as used in Formula racing. The design is
based upon considerations like load transfer through the
structure, different deformation modes, stiffness of the
frame in each deformation modes and its respective effect
on the dynamic response of the car [2]. The model is
designed and analyzed using Solid Works and ANSYS
respectively and an optimum result was obtained. A tubu-
lar frame structure was designed and analyzed, taking the
specifications mentioned in the rule book into the concern
for the design.

2 Research Methodology

2.1. Basic design

For designing a Formula SAE chassis frame, it is the
following primary design parameter that always comes in
the picture namely the suspension points, powertrain
layout, driver position and controls and the safety aspects
[3]. For the car to perform as intended, these parameters
must be incorporated together to form an effective pack-
age.

2.2 Suspension points

The suspension points are used to describe the co-
ordinates for all other vehicle parts. Such points need to
be defined and set in order to define the vehicle's remain-
ing points. The suspension system preserves the vehicle's
balance when the car is exposed to any of its axes at
times.

2.3 Powertrain layout

As FSAE cars are powered using motorcycle engines,
mounting the engine to the car is easier as alike in the
motorcycle. The engine position in addition to the wheel-
base of the vehicle has the most important role in the
distribution of the weight of the car. A simple way to
combat this is to shift more weight of the car towards the
driven wheels to maximize the vertical load on the tires

[4].
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2.4 Driver position and controls

The driver alignment and controls are other important
aspects of the chassis layout. Driver comfort considera-
tions include seating orientation, room for the elbow, and
head height in relation to the front of the car and activity
controls.

2.5 Driver seating

The seating orientation was determined primarily by
the driver, testing under different seatback angles in a
plywood seat mockup. The angle between 45 and 50
degrees from horizontal was calculated to be optimal for
a driver’s safety and comfort. The shallower seat position
has a favorable impact by decreasing the driver's head
and chest lower and the average center of gravity of the
vehicle is therefore reduced [1]. With the driver’s head
lower, it will be more difficult for short drivers to see
over the front roll hoop and bulkhead. Nonetheless, as the
contest driver of the team is between 5'6" and 5'8", the
decision made to retain the shallow chair. Another benefit
on 2019 rules on the cockpit space helps the driver to
have more elbow room. This led to operating the steering
wheel more effectively as the driver able to have more
leverage in the cockpit.

2.6 Safety

The Rules committee developed a set of rules specify-
ing tube sizes in areas of the frame, essential to driver
safety. For the front bulkhead, front roll hoop, central roll
hoop, side-impact piping, roll hoop bracing and front
impact areas, these guidelines describe external diameters
and wall thicknesses. Without exception, the specified
rules are adhered, so that the driver can be protected and
the vehicle can pass the practical examination in action.

Table 1 — Chemical composition of chromoly steel

Element Composition, %
Iron (Fe) 97.0-98.2
Chromium (Cr) 0.80-1.10
Molybdenum (Mo) 0.40-0.60
Carbon (C) 0.27-0.33
3 Materials

According to the constraint of the rulebook, the carbon
content for the frame material should be at least 0.1 %.
Following a comprehensive market survey, Chromoly
Steel is the material commercially available and currently
being used for an open-wheeled race car [5]. Based on
that, this paper concludes on choosing AlSI 4130 Chro-
moly Steel as the material for the frame design.

3.1 Chromoly steel

Chromoly steel is a low-alloy steel type named after
the addition of “chromium” and “molybdenum” — the two
primary elements of the alloy composition. This class of
steel identifies under the AISI 41xx designations. Chro-
moly steel is typically an alloy steel grade 4130. The
number 30 designates that material has 0.33 % carbon by
weight. The inclusion of chromium and molybdenum

leads to better material properties in comparison to the
mild steel containing the equivalent carbon content. The
chromium contents lead to an increased material strength
that renders it immune to rust, whereas the molybdenum
increases toughness. Another advantage of AISI 4130 is
the ability to be easily hardened by heat treatment or
work hardening process. At an annealed condition
AISI 4130 has greater formability, machinability and is
quite easily weldable, which reduces the complexity of
joining the frame parts. The physical properties and the
chemical composition of the selected material are illus-
trated in Table 1 and Table 2 respectively.

Table 2 — Properties of AISI 4130 chromoly steel

Density, kg/m? 7860.0
Ultimate tensile strength, MPa 520.0
Bending stress, MPa 1572.3
Young’s modulus, GPa 200.0
Shear modulus, GPa 80.0
Poisson’s ratio 0.29

The FSAE deck regulations involve a front and rear
roll bar, side-impact frame, a front bulkhead and respec-
tive supports for the above elements. Figure 1 displaying
the simplest possible frame member configuration which
contains the above described necessary components.

Mai Ih Main
ain rool hoop —] hoop
Front hoop bracing
bracing Fron rool
hoop
Front
bulkhead

Figure 1 — Representation of frame members as per the rulebook

3.2 Side impact requirements

The lateral impact design includes two frame members
and one diagonal member to avoid impact [1]. There is a
2-inch gap on both sides of the driver seat inside the
cockpit. The upper side member is attached to the central
hoop and 1000 mm from the surface is the maximum
height of the roll hoop.

3.3 Consideration of frame design

Tools used: Solid Works and ANSYS. Tubular sec-
tion, tube size: 25.0x1.2 mm (outer diameter x wall).
Weight: 28 kg. Material: AISI 4130 (0.2-0.3 % of car-
bon). Configuration: triangular (no bend pipe other than
the main hoop and front hoop).

3.4 Frame construction

The frame comprises front and main hoops, shoulder
harness line, side-impact protection, bracing and support
for roll hoops, support for front bulkheads [6]. The chas-
sis must be made of 95th percentile a male cockpit.

Figure 2 shows the vertical passage through the open-
ing of the cockpit until it reaches the top bar of the lateral
impact framework.
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Table 3 — Technical specification of the frame

Dimension Metric
Length, mm 2813
Width, mm 1455
Height, mm 1230
Track (front/ rear), mm 1270/1321
Wheelbase, mm 1214
Car weight (with a passenger), kg 320
Chassis type Tubular spaceframe

3.5 Frame modeling

The framework was designed to ensure maximum load
path, space of different components and comply with
regulations, considering the suspension points location
[7]. The driver cell has ample space, offering storage for
the gear lever, batteries, fuel tank, guaranteeing the safety
of the operator and fast egress. 4130 Steel is used as it is
an ideal material for the frame due to its machine durabil-
ity, ease of manufacturing, tolerance to scaling and corro-
sion, lean and smooth finish.

While the designing phase is carried out, the center of
gravity of the car is concerned as a major objective keep-
ing an eye on comfort and safety for the driver [8]. The
seating level has been lowered to reduce the center of
gravity of the car, keeping as low as possible, generating
maximum downforce for greater traction and increased
stability that the car should meet or even exceed safety
standards. The analysis part is done using ANSYS (Fig-
ures 2-6).

Figure 2 — Isometric view of chassis frame designed
4 Results and Discussion

4.1 Front impact test

Like any mechanical design, this chassis frame must
be analyzed to determine whether it meets its goals of
strength and rigidity. ANSYS tool is used for Finite Ele-
ment Modelling and Analysis. BEAM-188 for the tubing
and SOLID-187 for the engine are the component forms
used in this study. BEAM-188 is based on the theory of
Timoshenko beams and is used in slender beam design
structure 1. SOLID-187 elements are tetrahedral 3D,
10-node elements used for nearly any solid part 2.

The important part of the text file is the description of
the material and section properties for meshing. This also
requires modeling of a-arms, pushrods, bell cranks,
shocks and pivoting joints defined using key-points and
lines.

The impact test is carried out, assuming the vehicle of
mass 320 kg hits a static rigid wall at speed of 120
KMPH. The impact attenuator is made of foam absorbs
all the impact load on collision happens for 0.3 S. As per
calculation based on the impulse-momentum equation,
deceleration of 10 g is assumed for the loading which is
equivalent to a static force of 35.6 kN.

Boundary conditions: rear suspension mounts are
clamped.

DMK =2.29146
MR =2.39146

2.12574
1.86002 2.39

(O T T
.265717

.797152
Figure 3 — Deformation during the front impact test

4.2 Side impact test

The fixed side-impact assessment is done, which is
applied to the impact zone by adding a diagonal member
as per rule book. Based on the calculation, deceleration of
6 g is assumed for loading that is equal to the static force
of 18 kN. The vehicle’s mass is to be 320 kg at the total
impact speed is 120 KMPH is assumed to hit on the de-
signed vehicle of the same mass.

Boundary conditions: the right-side front and back
ends of the suspension were clamped.

sum (RVE)

RIYS=0 £
DMK -.762232
SMX =.762232

oeg -

.084692

g5 ' 33877 508155 ' .67756
.254077 .423462 .592847 .76

Figure 4 — Deformation during the side impact
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4.3 Rear impact test

The rear impact test is carried out by assuming a Vehi-
cle at speed of 120 KMPH having the mass of 320 kg hit

The tabulation further shows that the use of Chromoly
reduces the vehicle self-weight, thus increasing the opti-
mum performance by installing aero packages in the au-

the rear portion of the designed vehicle at stationary state. tomobile.

Boundary conditions: front suspension mounts are i

clamped. e

"'(‘;A—;.l"} i )
S
2 g
l"f“’t T v
‘ = ;_-,«Lx
) 0 1.0624 2.12479 ' 3.18719 ' 4.24058
.531198 1.59359 2.65589 3.71839 1.78

Figure 6 — Deformation during torsional stiffness
Figure 5 — Deformation during a rear impact
Table 4 — Test results

4.4 Torsional ImpéCt test o Test Stress, MPa | Deformation | FOS
One O.f th? most. 'mpof“’!”t. tests val!datlng Fhe fram_e Frontal impact test 114.6 2.39 45

construction is torsional rigidity analysis. In this case, it ——

is assumed that the chassis acts as a cantilever with the | Side impact test 87.3 0.73 52

end of the rear suspension ends and the front suspension | Rear impact test 303.9 3.45 18

ends are fixed subject to equal and opposite torsional | Torsional stiffness test 108.0 4.78 4.8

loads (couple) around its longitudinal axis. Boundary
conditions: the force of 2.25 kN was loaded at each node.

The torsional stiffness K is calculated by the ratio of
the torque T to the angle of rotation 6. The angle of rota-

5 Conclusions

The conclusions of the work are as follows. Using

tion and torque are given by the following formulas:
6 = arctg(2a/L); T = mgL = 2Fw, 1)

where a — displacement; L — length; m — mass; g —
gravity acceleration; F — force; w — force’s arm.
The stress, deformation, and factor of safety (FOS) for

Solid Works software, an ideal frame was designed for
FSAE car racing. Specific parameters are analyzed for
Chromoly Steel as the frame material using ANSY'S for
different tests according to the FSAE rule book. Based on
the results, the chosen material was considered to be suit-
able for the frame compared to conventional materials

the respective tests were tabulated in Table 4. used.
From the above tabulation, it can be observed that the
use of Chromoly material is more successful than the

typical conventional frame material used in FSAE racing.
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OnTumizaniiHuii po3paxyHoK KOHCTPYKILii aBToM00ILHOI pamu 3i ctani 30XMA
Kymap M. [1., Tesa I1. C., Kpimna P., CpiniBacan M.

THcTuTyT TexHOMOTIH Ta HaykK iM. [lefic, 523 272, M. Ourone, [Hais

AwHorauis. BixnosigHo mo mpasun Ta mpasui 3Marass “Racing Formula Car Racing”, 1o npoBoauThest MOpidHO
TOBapUCTBOM imkeHepiB-apromoOimictiB ([Hais), pama aBToM00ist MOBUHHA OyTH po3pobieHa Ta mobymoBaHa 3 Haii-
BUIIUM TpiopuTeToM. OCHOBHHMM 3aBJIaHHSIM € po3poOKa Ta BUTOTOBJICHHS JIETKOI 3Ba)KEHOT paMu maci aBTOMOO1IIs
6e3 BTpatH ii HaiifHOCTI. Y 1l CTaTTi PO3MIAAAIOTHCS Pi3HI METOIU BUOOpPY MaTepiajiiB Ta MPOBEACHO MPOICAYPY
ONTHMI3alifHOTO PO3paxyHKy KOHCTPYKIii paM{ Ha OCHOBI CKIHUEHHOEJIEMEHTHOTO aHali3y 3a JIONIOMOTO0 Iporpa-
mHoro komrutekcy ANSYS. ba3zoBa kOHCTpyKIis OOIpyHTOBaHA JAHWMH aHTPOIIOJOTIYHOTO JOCITIHKEHHS 3a3Have-
HOi moguau (BOAis) aBTOMOOUTA. BimmoBimHO [0 iCHYIOUMX peKOMeHAalid 1070 BHOOpY Marepiamy, XpoMo-
momionenoBa ctate 30XMA Oyna 3acTocoBaHa Ui OOYZIOBH PaMHOi KOHCTPYKIIi. Y pe3ynbTaTi, AN OCTaTOYHOT
KOHCTPYKIiT paMH{ TpaHCIOPTHOTrO 3aco0y OyJI0 BUKOHAHO aHaNi3 HAaNpyKeHO-Ae(OPMOBAHOTIO CTaHy 3a JJOIIOMOTOI0
nporpamHoro kommiekcy ANSYS, a orpumani pesynsratu npoananizoBasi. [Iponenypa ontuMizaniiiHoro pospaxy-
HKY KOHCTPYKIIi paMH IpyHTY€ThCS Ha 3arajbHux npasmiax SAE 2019.

Kio4oBi cji0Ba: ckiHUeHHOESNIEMEHTHAHN aHai3, XpOMO-MOJIiOeHOBA CTalb, paMHa KOHCTPYKIIiSl, TOBAPHCTBO 1HXKE-
HEpiB-aBTOMOOLTICTIB.
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Abstract. This article is devoted to the development of refined numerical mathematical models of rotor dynamics
of high-performance turbomachines having a spline connection. These models consider the dependence of the critical
frequencies of the shaft on the angular stiffness of the spline connection, as well as the procedure of virtual balancing.
As a result of the complex application of this approach, the methods of calculation of vibration characteristics taking
into ac-count variable values of angular rigidity of splined connection are offered. In addition, the method of evaluat-
ing the system of initial imbalances with the corresponding displacements of the rotor axis in the correction and cal-
culation sections has also been improved. The proposed approaches, based on the integrated application of CAE
software and computational intelligent systems, allow for modal and harmonic analysis and implement virtual balanc-
ing with a significant reduction in preparation and machine time without loss of relative accuracy. In addition, the de-
veloped mathematical model of free and forced vibrations of rotor systems have been implemented in the program
code operational files “Critical Frequencies of the Rotor” and “Forced Oscillations of the Rotor” of the computer al-
gebra system MathCAD that allows improving the dynamic balancing procedure for evaluating primary imbalances.
The high accuracy of the proposed approach is confirmed by checking the dynamic deviations of the rotor axis by the
system of residual imbalances in accordance with the standards of vibration stability.

Keywords: turbomachine, spline connection, angular stiffness, virtual balancing, modal analysis, harmonic analysis.

1 Introduction

Nowadays, due to the increasing demand for the use of
such power equipment as rotary machines, in particular,
turbo-pump turbochargers and units, the question of their
vibration reliability become more and more urgent. The
main source of vibration of any pump unit is an unbal-
anced rotor. But in addition to an unbalanced rotor, there
are also many other factors that create in their totality a
complex effect on the vibrational state of the unit. This
can be the body stiffness, stiffness of the bearing seals
and various types, the compression ratio of the axial ro-
tor, the type and technical condition of the connection of
the rotors of the unit and the engine, and others. One type
of shaft connection with the engine is a connection that
wears out with the operation process and, as a conse-
quence, loses angular stiffness.

The article is devoted to the study of the influence on
the vibration state of turbopump units with angular stiff-
ness of splined joints based on the finite element method
with the use authors’ files “Critical frequencies of the
rotor” and “Forced oscillations of the rotor” of the com-
puter algebra system Mathcad.

2 Literature Review

The problem posed above can be solved after the study
of special scientific literature on the topic of extreme
research in computer modeling of rotor dynamics. For
example, in work [1] dynamics of rotor systems of tur-
bopump units with the present splined connection, and
also the calculation of vibrational characteristics of a
rotor taking into account its preliminary axial preload is
considered. The research work [2] is devoted to methods
of research of dynamics of a rotor on ball bearings with
the combined application of spatial and beam settlement
models. In the research work [3], the influence of differ-
ent classes of bearings on vibrations is considered.

In research papers [4—7], examples of the introduction
of neural network technology in computer calculation in
solving problems of increasing vibration reliability are
described for various rotary machines. Methods of non-
linear identification of stiffness characteristics of bearing
supports were also developed in the works [8, 9, 10]. Up-
to-date trends in the field of rotor dynamics analysis are
discovered in the research papers [11, 12, 13].
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3 Research Methodology

3.1 Evaluation of eigenfrequencies

The object of the study was the shaft line of a liquid-
propellant engine, which consists of an oxidizer rotor and
a fuel pump rotor connected to each other by means of a
splined connection. During the operation of the unit, the
phenomenon of wear of the slots is inevitable, as a result
of which the angular stiffness of this connection changes,
which in turn leads to corresponding changes in the natu-
ral frequency spectrum.

The computer program “Critical Frequencies of the
Rotor”, which is based on the finite element method,
allows determining the natural frequencies of the shaft,
the scheme of which is presented in Figure 1.

Figure 1 — The design scheme of the rotor

To further study the dynamics of the rotor, it is neces-
sary to create a computational model. In the program
“Critical frequencies of the rotor” was created beam finite
element model (Figure 2).

e | olew: i

Figure 2 — The finite element model of the rotor dynamics with
spline joint using the file “Critical Frequencies of the Rotor”

In this paper, the critical frequencies of the shaft line
are for two variants: "Hinge" and "Rigid connection". For
the first option, the values of the stiffness of the bearings
were taken the minimum, wherein the spline connection
for the shafts was taken hinged. For the second option,
the maximum stiffness for the bearings was adopted, and
the splined connection was taken according to the scheme
of rigid fastening. The connection of both parts of the
rotors in the shaft through the slot forms a weak dynamic
connection between them.

3.2  Simulation of forced oscillations

The program “Forced oscillations of the rotor”, allows
one to calculate the forced oscillations of the rotor at a
given speed of rotation under the influence of certain
imbalances. The result of the calculation is the amplitude
and shape of the rotor deflection when operating at a
certain operating frequency.

Elis ::g{_

Figure 3 — The finite element model of the rotor dynamics
with a splined joint for calculation of forced oscillations using
the file “Forced Oscillations of the Rotor”

The calculation of forced oscillations in the program is
performed using the already known beam finite element
model and the same mathematical algorithms that are laid
down to solve the problems of finding eigenfrequencies
and critical frequencies, but the right side of the matrix
equation when-van rotating rotor, divided into finite ele-
ments of the beam type-other than zero:

MU + R0 = EMye°, @

where £ — column-vector of the eccentricity of the un-
balanced local masses; Mg — column-vector of the unbal-
anced local masses; o — operating frequency.

To solve the problem of forced oscillations requires
data such as density and modulus of elasticity of the ma-
terial, the length of each section, external and internal
diameter sections, mass details, support stiffness, the
working speed of the rotor, the modulus and phase of
point imbalances.

Theoretically, the unbalance of a flexible rotor is char-
acterized by a certain spatial continuous curve, which is a
hodograph of a continuous set of imbalance vectors nor-
mal to the rotor axis. Therefore, since this method of
setting is quite time-consuming, then in further calcula-
tions it is sufficient to limit the task to a finite number of
point imbalances located in the planes of the impellers
and in the plane of the wheel since these elements are the
most influential on the overall imbalance.

All the calculations and mode shapes of forced oscilla-
tions were performed using the MathCAD software.

3.3 The performance of the virtual rotor
balancing

Due to the above-mentioned results, the first critical
frequency of the oxidizer’s rotor is close to the first criti-
cal frequency of the turbopump unit and not significantly
increased the maximum rotor speed. According to the
practice of designing and exploitation of pumping units,
this relatively small deviation from the resonance (about
10 %) determines the dynamic characteristics of a rotor as
a flexible one. In this case, the rotary system needs bal-
ancing both at operating and critical frequencies. Moreo-
ver, the total number of correction planes should be not
less than three.

A system of imbalances Dz (i = 1,1) has been intro-
duced to balancing the rotor at all operating frequencies.

_|~;":|
Then the deflection ¥,  at each measurement point at
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any operating frequency ¢, (17 = 1,1) must be equal
to zero. Therefore, for each measurement frequency

Wy, Wy, .., @y Can be written:
— (7] — [ [
¥, =Fyp + Wy Dig+ Wyn Dagterc+ W Dig = 0
— (I 5] _ =
¥, I—FI..D'+’+1..LDLD+W" Dog+...+WyDiz =0 (2)

— J—

¥, = I"L,a_, + W“ D,,.,+ W D‘-;+...+$ FaDie =10

As a result, the system 1 % k X 17 a linear equation
with complex coefficients is achieved to determine |
complex balancing weights D,z,...,D;z. Dynamic
complex weights are defined by the following equation:

—{v
—(1"] T

H‘rgf = -.Dl—-nl (3)

where a — number of points (a=1, 2, ..., k); i — initial
number of measured points (i = . 1); I = number of

correction planes; }":;-} — deflection at the measurement
point a when setting the test imbalance in the correction
plane i at the rotor speed g D, — trial imbalance. The
system of equations (3) can be rewritten in a matrix form:

¥ =wD, 4)
where Y—( l';}, , 'L}jr (v=1..n) -

the column vector of complex amplltudes measured at
the “zero” start; D= [le, D1b] — a column vec-
tor of the estimated complex balancing of masses; W-a
rectangular matrix k % [ of complex mass coefficients
Wala=Tki=T1)

The linear regression formula cannot be used directly

to solve the matrix equation (4). It is necessary to form
relations between the two vectors with the corresponding

real and imaginary components. Vector ¥ and k of com-
plex amplitudes correspond to the vector 2k real and im-

aginary components ¥':

SX VAN A AR A A A I )

K L

Accordingly, an elongated vector with 2| real and im-
aginary imbalances can be introduced:

So, the matrix of mass coefficients W 2k x 21 can be
presented in the following form:

w, = ow - w -
. 11,'11" 11{[' WL'." 11{.“. B4R UAE
W=| .. I )
wh.'f'. w"' w'.“. w'.".....11.1:“.—1#;,."
WL R R W R

where the arbitrary coefficient of the matrix W is
defined by the formula:

Wy=wW"+iwP(a=Tki=11). (8
The complex matrix equation (4) corresponds to the
real matrix equation;

= |

==
o [

©)

where the columns of vectors Y and D are deter-
mined by equations (5), (6). The linear regression for-
mula can be implemented in the resulting equation (8).
In this case, the system of imbalances D is estimated

—
by the vector of measured displacements ¥ by the
following formula:

-1

D=[Ww| W¥ (10)

If the balancing procedure is provided by the meas-
ure at multiple frequencies e, (v = 1,1, the vector
Y hassize k X m:

P=@ B ¥ e O, (1)

and the elongated vector Y hassize 2 X k X n

[l
= (¥, ¥y e

F-Irl FI[II Flrl Fl,‘l }r-lrl FI[I T

k1l CTRRER T In*™*"* “knm * Fﬂ’!]

(12)

=

The matrix W will be expanded n times vertically
and havesize 2k = n x [

Each matrix W., (v = 1,n;) is similar to the ma-
trix 7. To assess the system of imbalances

EI: |i"|+ DIII (13)

the balancing process is implemented by establish-
ing a mass balancing system Dz, = |DE-| in the
planes of correction under the phase angles:

ps = arg(D;). (i =11) (14)

On the basis of a series of virtual experiments, it is
shown that the turbopump rotor (which initially has a
system of imbalances) gives an unsatisfactory level of
vibration at the rotor operating speed and cannot be bal-
anced at low rotor speed in two correction planes. There-
fore, it is necessary to balance the rotor as flexible at
operating frequencies.
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3.4 Assessment of the quality of rotor
balancing

Residual imbalances are estimated by the algorithms
described above, namely by the formulas:

The equation of the dependence of the deflection am-
plitudes on the imbalance is as follows:

Y, =WD, (15)

where ¥, — a column vector of the deflection ampli-

tudes; W — matrix of influence coefficients; D — vector-
column of estimated imbalances.

If we introduce the concept of the i-th vector of trial
imbalances, as a certain set of imbalances consisting of a
trial imbalance D set in the i-th plane of correction, then
or the i-th start of the rotor (i = 1, 2, ..., 8) you can write
the equation:

V,=W(D+D,_) (16)

or

YV, =W(D+D,-E), (17)
where D = 0.01 kg'm — the scalar value of trial imbal-
ance; E - identity matrix.
Subtracting (16) from (17), one can define a matrix of
influence coefficients, each element of which is equal to

e

R
_ fa.i"fna
Wy ==,

(18)

where k = 8 — number of nodes with estimated imbal-
ances; | = 8 — number of runs excluding zero.

The wvalue of the trial imbalance
D =0.01 kg'm.

Amplitudes of deflections in correction planes 1, 3, 10,
11, 29-31, 36 as components of the column-vector ¥,

is assumed

4 Results

4.1 Critical frequencies of the rotor

In Table 1, data of calculations of critical frequencies
of rotors and a shaft of the turbopump unit which have
turned out by means of beam models result.

The lower and upper border corresponds to both
“joint” and “solid shaft” connections. From the results of
calculations, it can be seen that the first two critical fre-
quencies of the rotor of the oxidizing turbopump are al-
most the same as the first two critical frequencies of the
continuous shaft line. Therefore, we see that the forms of
free oscillations also coincide for the first and second.

Therefore, to assess the displacement of the rotor sys-
tem of the turbopump unit from the resonant modes, it is
possible to consider only the dynamics of the rotor to the
oxidizer turbopump unit.

Table 1 — Critical frequencies of rotor systems found in the
computer program “Critical Frequencies of the Rotor”, rad/s

Number of critical frequency
System 1 ’ 3
Oxidizer 2623-3101 3251-6513 | 5429-10100
Fuel pump 3974-5270 | 5675-13420 | 7369-14310
Turbopump 2600-3363 | 3252-6211 3832-6615

4.2 Results of calculation of forced oscillations

of the shaft line

Calculations and forms of forced oscillations that are
performed using the Mathcad program are presented be-
low.
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Figure 4 — Mode shapes of forced oscillations before
balancing at 1100 rad/s (a), 1963 rad/s (b), and 2215 rad/s (c), m

4.3 Balancing quality assessment

After the procedure of virtual balancing in the program
"Forced oscillations of the rotor", forced oscillations of
the shaft under the influence of residual imbalances were
simulated. The characteristics of such forced oscillations
are shown in the figures below.
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Table 2 — Deflections in the correction planes found in
the computer program “Critical frequencies of the rotor”, um

Node Rotor speed, rad/s
number 1100 1963 2215

1 0.77 4.65 8.79
3 1.49 8.38 15.35
10 3.49 19.16 34.65
11 3.39 18.75 33.99
29 1.45 7.81 12.97
30 2.64 13.56 2211
31 3.71 18.58 29.99
36 6.38 28.88 44.67
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Figure 5 — Mode shapes of forced oscillations after balancing
at 1100 rad/s (a), 1963 rad/s (b), and 2215 rad/s (c), m

Hence, the maximum amplitude after balancing has
been decreased by two orders.

References

5 Conclusions

As a result of the work, free and forced oscillations of
the shaft pipeline for two variations “joint” and “solid
shaft” were obtained. We considered the existing meth-
ods of taking into account the stiffness of the splined joint
at the critical frequencies of the rotor of the turbopump
unit.

The Mathcad and ANSYS programs performed calcu-
lations and obtained the results of the maximum permis-
sible critical frequencies of the oxidizer rotor for the tur-
bopump, the fuel pump rotor and for the solid shaft line.

The rotor of the oxidizer turbopump and the fuel pump
is a rigid rotor design in fact, that the value of the maxi-
mum operating frequency lies below the first critical
frequency of both the entire shaft design and both rotors
separately.

The values of the first critical frequency obtained from
the calculation are 2600 rad/s (option “joint”) and
3363 rad/s (option “solid shaft”).

The next step was to obtain deflections in the nodes
belonging to the correction planes in the initial state of
the rotor. Determined that the maximum deflection is
45 pum, this result is unacceptable. Therefore, it is neces-
sary to balance the rotor.

In order to reduce the vibration of the shaft, it was de-
cided to conduct a virtual balancing of the rotor. The
corresponding algorithm for calculating the vibration
state of the rotor is implemented using the working file
“Forced Oscillations of the Rotor” of the computer pro-
gram MathCAD, followed by its improvement by a virtu-
al balance to obtain results that meet the standards of
GOST ISO 1940-1-2007 “Vibrations. Requirements to
Quality of Balancing of Rigid rotors” and
GOST ISO 11342-95 “Methods and Criteria of Balancing
of Flexible Rotors”.
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AnoTanisi. CTaTTs MpuUCBSYEeHA PO3POOJICHHIO YTOYHEHHX MaTEeMaTHYHHUX MOJENEH TUHAMIKH POTOPHHUX CHCTEM
E€HEeProeEMHUX TypOOMAIMH, 10 MAalTh ILTNHOBE 3’€IHAHHS, TAa YHUCIOBHX METOJMIB IOCHTIPKEHHS 1X BUIBHUX 1
BUMYILICHUX KOJMBaHb. 3alpONOHOBAaHI MOJENi BPaXxOBYIOTh 3QJISKHOCTI KPUTHYHHUX YacTOT BaJOIPOBOJA BiJ
KyTOBO{ KOPCTKOCTI IILTIIOBOTO 3’€THAHHSI, a TAKOXK PEalli3y0Th MPOIEAypPY HOTO BipTyanbHOrO OalaHCyBaHHS. Y
pe3ynbTaTi KOMIUIEKCHOTO 3aCTOCYBaHHS TaKOTO IIJXOJy 3alpONOHOBAHO METOAM pPO3paxyHKy BiOpamiitHux
XapaKTepUCTHK TypOOMAIINH 3 ypaxyBaHHSM MOXKJIMBOI 3MIHH KyTOBOI >KOPCTKOCTI HITILLOBOTO 3’eaHaHHA. Kpim
BOT0, OyJI0 BIOCKOHAJICHO METOIUKY OI[IHIOBaHHS CHCTEMH IMOYAaTKOBHX AHMCOATaHCIB 3a JaHUMH 3MillleHb OCi
poTopa y TUTOIIMHAX KOJISKIi1 Ta PO3paxyHKOBHX IDIOMIMHAX. 3alpONOHOBaHI ITiIX0/I1, 32CHOBaH1 Ha KOMILIEKCHOMY
3aCTOCYBaHHI TIPOTPaMHOTO 3a0e3MeYeHHs Ha OCHOBI METOJy CKIHYEHHHX €JIEMEHTIB Ta OOYMCIIOBAIBHHUX
IHTEJIEKTyaJbHUX CHCTEM, TO3BOJITIOTH MPOBOAWTH MOJANBHUHN 1 TApMOHIYHHN aHAJi3 Ta peali3oByBaTH BipTyalbHE
OajyaHCyBaHHs 31 3HAYHUM 3MEHILICHHSIM IiJIrOTOBYOrO i MAalIMHHOTO yacy Oe3 BTpaTH BiJHOCHOI TO4HOCTi. Kpim
TOro, po3po0JeHi MareMaTH4Hi MOZEINi BUNPHUX 1 BUMYIICHHX KOJMBaHb POTOPHUX CHCTEM Oyiu peaii3oBaHi y
BHIJISl MPOrpaMHUX KOAiB poGounx ¢aiinis “Critical Frequencies of the Rotor” ra “Forced Oscillations of the Ro-
tor” cucremu komm’iorepHoi amnreObpu MathCAD, 1m0 [o03Bomsi€ yIOCKOHAIMTH MPOLEAYpy AMHAMIYHOTO
GanaHCyBaHHS [UIsl OLIHKIOBaHHSI CHCTEMH IOYaTKOBHX JHcOaiaHCiB. BHCOKa TOYHICTH 3apONOHOBAHOTO MiAXOILY
MiATBEP/DKYETBCS MEPEBIPKOI0 JWHAMIYHHAX BIiIXWJIEHb OCI pOTOpa y pe3yibTaTi [Mii CHCTEMH 3aJIUIIKOBHX
ncOaaHCiB BIAMIOBITHO 10 MKHAPOIHIX CTAHIAPTIB BiOpaIliitHOT HaliHHOCTI.

Kiwouosi cioBa: TypOomaninHa, IUTIIBOBE 3’ €HAHHSA, KYTOBa >KOPCTKICTh, BipTyanbHe OallaHCYBaHHs, MOTATBHUI
aHai3, rapMOHIYHHUIT aHai3.
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Abstract. Tube bundles are found in various heat transfer equipment for thermal energy transfer between fluids.
However, the inter-spatial arrangement of the tubes of any tube bundle is a determining factor for its thermal and hy-
draulic performance. In this paper, the effect of varying the transverse and longitudinal pitches downstream staggered
circular tube bundle on the heat transfer and flow characteristic was numerically analyzed. Seven variations of tube
arrangements were studied by changing the tube pitches within a Reynolds number range of 7 381 to 22 214. The
analyses were carried out using the k-g equation model imposed with the realizability constraint and were solved with
finite volume CFD code, COMSOL Multiphysics. The results obtained were found to be in good agreement with ex-
isting correlations. The tube bundles with decreasing pitches demonstrated better heat transfer performance while
those with increasing pitches exhibited a lower friction factor. Thus, the best thermal-hydraulic performance was ob-

tained from increasing pitch arrangements.

Keywords: cross flow, varying pitch, tube bundle, heat transfer, thermal-hydraulic performance.

1 Introduction

Tube bundle consists of multiple arrangements of
tubes in series or parallel and is commonly found in heat
exchangers [1, 2]. In any typical arrangement, transfer of
heat takes place between a fluid moving across/over the
tubes and another at a different temperature passing
through the tubes [2—4]. Applications of fluid flow and
heat transfer across tube bundles in heat exchangers find
application in many industrial processes, as is seen in air
conditioner cooling, tubular heat exchangers, waste heat
recovery and economizers, steam generators, high-
temperature gas-cooled reactors and so on [3, 5, 6].

There are many possible arrangements of tubes that
can be obtained for effective heat transfer between fluids.
The most common arrangements are the in-line and the
staggered arrangements, and their spatial distributions are
defined by transverse, longitudinal and diagonal pitches
[2, 3, 7]. The difference in the recirculation and behav-
iour of flow becomes larger as the tube bundle compact-
ness increases from a single tube [7]. This becomes more
pronounced on the heat energy transfer and flow charac-
teristics as spatial distributions and/or shapes of the tubes
continue to change [8]. The flow resistance, which is in
the form of pressure drop, over the tube bundles propor-
tionately affects the fluid pumping power [2, 9].

Numerous studies have been conducted on the ar-
rangements and geometries of tubes in efforts of improv-
ing the thermal performance of tube bundles without
compromising the associated pressure drop, for effective
designs of heat exchangers [8, 10]. The results of the
analytical study of heat energy transfer in cross flow for a
tube bundle using the integral method by Khan et al. [3]
showed that the more compact the tube banks the higher
the heat transfer rates recorded and that the staggered
arrangement had better heat transfer output then the in-
line arrangement. Tahseen et al. [11] studied experimen-
tally, the laminar forced convection of air over in-line flat
tube bundles. It was discovered that the average Nusselt
number increased with the incremental changes in the
heat flux when the Reynolds number increased from 527
to 880. Mohanty et al. carried a study on the inline and
staggered arrangement of mixed tubes of circular and
elliptical forms and observed that the heat transfer de-
creased while pressure drop increased tube while form
changed from pure circular to mixed form arrangement
[12].

Buyruk [8] investigated the flow and heat transfer
around cylinders in cross-flow with blockages. It was
discovered that the local Nusselt number and pressure
coefficient distributions were significantly affected by
blockage ratios. They reported that the lower aspect-ratio
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tubes had more effect on flow and thermal characteristics
of tube bundles as the angle of attack changes than the
higher aspect-ratio tubes. Jeong et al. [4] carried out both
experimental and numerical studies of heat transfer per-
formance over a mini-channel tube bundle. With the use
of two, the log means temperature difference (LMTD)
and surface temperature methods to evaluate the transfer
coefficients of the convective heat of the tube bundles. It
was discovered that the experimental and numerical stud-
ies were in close agreement and the average Nusselt
number based on the LMTD method was 22.6 % less
than that of the surface temperature method.

Barcellos [13] investigated the effect of angle of incli-
nation of a tube bundle of circular tubes on heat transfer
and pressure drop in an experiment. The heat transfer rate
and pressure drop recorded increased with inclination
angle and were at the maximum at angle 45° to the nor-
mal. The higher pressure drop was attributed to vortex
shedding and secondary flow due to recirculation. A simi-
lar study on the effect of angles of attack was performed
experimentally by Toolthaisong and Kasayapanand [14]
on flat tubes with different aspect ratios in staggered ar-
rangement.

Numerical studies performed by Lee et al. [15] on the
impact of uneven longitudinal pitch on the heat transfer
performance of in-line tube bundle in cross flow showed
that the overall heat transfer was improved by increasing
the longitudinal pitch for uniformly distributed tubes.
Their correlations were in close agreement with experi-
mental data from the literature. Also, in the computation-
al study of wall-bounded tube bundles in cross flow by Li
et al. [1], the heat transfer coefficient in the near wall
tubes and turbulence intensity of the near wall flow pas-
sages were lower than those in the middle of the bundle.

Several studies have also been carried out on tube
bundles with extended surfaces. Hofmann et al. [16] ex-
perimentally investigated forced convection over tube
bundles with different serrated and solid fin geometries.
The Nusselt number and the pressure drop coefficient
correlations compared well with literature. Similar re-
search works on extended surfaces, the serrated finned-
tube bundles were carried out by Hofmann et al. [17,18].
Insights into the heat transfer and fluid dynamic perfor-
mance of tube bundles with non-circular geometries other
than flat tubes are on the rise because of the satisfactory
performance of the tubes [19]. Some of the research
works on non-circular tubes includes: the numerical study
of Horvat et al. [20] on cylindrical, ellipsoidal and wing-
shaped tubes in staggered arrangement; the experimental
studies of Mangrulkar et al. [10], Nouri-Borujerdi and
Lavasani [21], and Lavasani et al. [22] on cam-shaped
tube bundles in cross flow; and the work of Du et al. [23]
on finned oval-tube cross-flow heat exchanger.

Thus, the findings from the previous studies have
shown that arrangements, geometrical configurations, and

surface treatments have a pronounced effect on the flow
and thermal characteristics of tube bundles in cross flow.
However, from these studies, there has been little or no
emphasis on changes in transverse and longitudinal pitch-
es downstream of tube bundles. In the present study, the
effect of the downstream variation in the transverse and
longitudinal pitches on the heat transfer and flow charac-
teristic across the staggered circular tube bundle will be
numerically investigated.

2 Research Methodology

2.1 Geometry of the tube bundles

Computational studies were conducted on tube bundles
with varying pitches in a staggered arrangement to de-
termine the temperature change and pressure drop of the
air flowing across it. The arrangements of the tubes were
made in seven forms:

— tube bundle with fixed pitch (TBFP), standard;

—tube bundle with decreasing longitudinal pitch
(TBDLP);

—tube bundle with decreasing
(TBDTP);

— tube bundle with decreasing pitches, both transverse
and longitudinal (TBDP);

—tube bundle with increasing longitudinal pitch
(TBILP);

—tube bundle
(TBITP);

— tube bundle with increasing pitches, both transverse
and longitudinal (TBIP).

Three extreme cases of the tube arrangements are as
depicted in Figure 1. The TBFP is a standard tube ar-
rangement having transverse pitch ratio p = 1.50. There-
fore, its transverse pitch, pr was determined as

transverse pitch

with increasing transverse pitch

p, =15d,. ()

To form an equilateral triangular tube layout, the lon-
gitudinal pitch was calculated as

p=0, @

The transverse pitches for other tube arrangements
were determined from the products of the outer diameter,
dy and pitch ratios of 1.60, 1.55, 1.50, 1.45 and 1.40,
which gives an average of 1.50. Their longitudinal pitch-
es (pr1, pra> pr3» and pr4) were chosen with an arbitrary
decrement or increment of 0.69 mm. However, for all the
three arrangements, the distances between their first and
last columns were the same. The geometrical parameters
of the tube bundles are as depicted in Table 1.
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Figure 1 — The tube layout arrangements of TBFP, TBDP, and TBIP

Table 1 — The geometrical parameters of the tube bundles

Parameter Value
Tube outside diameter dy, mm 15.88
Tube thickness ¢, mm 1.62
Tube length L, mm 150
Tubes number n 27
Tubes number of rows 11
Tubes number of columns 5
Transverse pitch, mm TBFP, TBDLP, TBILP 23.81

TBDP, TBDTP

25.40, 24.61, 23.81, 23.02, 22.23

TBITP, TBIP

22.23,23.02,23.81, 24.61, 25.40

Longitudinal pitch, mm

TBFP, TBDTP, TBITP

20.62

TBDLP, TBDP

21.65, 20.97, 20.28, 19.59

TBILP, TBIP

19.59, 20.28, 20.97, 21.65

2.2  Numerical simulation

In the computational model, the thermo-physical prop-
erties of the fluid and tube materials were assumed to be
constant. Also, the cross flow over the tube bundles was
considered to be steady and incompressible, because the
highest Mach number of flow obtained from preliminary
calculation was less than the threshold of 0.3 [10]. Thus,
the flow over the tube bundles follows as:

The continuity equation:

Glg
PR
Y 3)

Reynolds averaged Navier-Stokes (RANS) equations:

ouu,)__or,

Energy equation:

o(ur) o

R
ox; Ox; ox,

J

®)

where x; (i = 1, 2) is the coordinates, U; represents the
velocity vector, p is the pressure, T stands for tempera-
ture, p is the density, u is the dynamic viscosity, uz is the
turbulent eddy viscosity, ¢, represents the specific heat
capacity, # is the thermal conductivity, #; stands for tur-

bulent thermal conductivity and ,DITM/ is the Reynolds

stress tensor.
The turbulent eddy viscosity as obtained from [24-28]
to impose the realizability constraint is

ALf=pxmaX(#me\/Z)

P—F =~ 6
ox, Ox; ) (6)
0 li [8U. 5Uj] —] and
—| M| |- puy;
Ox; ox; 0Ox . k % N
[, =min| C o —
“ 3 max 4,
(N
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Here p,,;, is a fraction or a value of the laminar viscosi-
ty, u and [, is the limited mixing length. [, is the max-
imum permissible mixing length and 4, (e = 1, 2, 3) are
strain rate tensor eigenvalues.

Also, the turbulent thermal conductivity is defined as

_ IUTC])

B Pr, 8)

T

The Boussinesq closure approximation to the Reynolds
stress tensor in equation (4) is given as [29-31]

Cpun =y | e Y|
pPUL; = Hy . ox )

J i

2
gpké‘ij

Thus, in resolving the RANS equations, the k-¢ turbu-
lent model was employed with the following additional
transport equations:

Turbulent kinetic energy:

pw:a{(u+%]§k +

ox; Ox; o, )Ox;
U. .
p ou, L oY 2 ks, ou; (10)
Ox; X, 3 Oox;

Wall function and
adiabatic condition
on the walls

Turbulent dissipation energy:

LoUe)_ o (M&Ja_e
J

ox,  Ox, o, )ox,

J

+

of fov, ov,) 2 ou,

C El | Y |2 s |2V
k| e, e | 3

2

ngp?

J

The closure constants for the transport equations are
given as C,; = 1.44, C,, =192, C, = 0.09, 0, = 1.0, and
o.=1.3

2.3 Initial and boundary conditions with the
mesh structure

The initial velocity, pressure, and temperature of the
fluid were set at zero, atmospheric pressure and 298 K,
respectively. Velocity-inlet and temperature-inlet condi-
tions were imposed at the inlet of the computational do-
main. The velocity was varied from 5 to 15 m/s at the
constant inlet temperature of 301.15 K. The temperature
of the tube walls was fixed at 332.15 K. Outlet boundary
condition was set at the exit with zero gauge pressure and
zero gradients for other primitive variables. Wall func-
tions were applied to the walls of the tubes and the chan-
nels. The detail description of the boundary conditions as
being applied to the computational domain is shown in
Figure 2.

Fixed Tube Temperature
/ at332.15K

- 03080 -

Air Entry OE) 0/0 Air Exit

- 0Co%0 -
0~0

Figure 2 — The detail description of the boundary conditions

The finite element based COMSOL Multiphysics CFD
code was used to solve the governing equations on the
computational domain. The mesh structure of the domain
contains both triangular and rectangular elements as
shown in Figure 3. In order to resolve the sharp tempera-
ture and velocity gradients in the region of the near-wall,
the mesh in this region was refined well with rectangular
elements. Five different mesh grids were generated to
carry out the numerical independence of the grids. They
are 18 150, 26 732, 44 464, 62 714, 98 100 and 125 522
finite elements. The last three mesh elements had small
relative differences of 0.8 and 4 % for the coefficient of
heat transfer and overall pressure drop, respectively.
Therefore, 98 100 mesh grid was selected for this study to
save computational time. The dimensionless sublayer-
scaled wall distance at which the logarithmic layer inter-
sects the viscous sublayer was found to be at approxi-
mately 11.06.

Figure 3 — The finite element grid
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2.4 Data reduction

It was assumed that the outer wall temperature, T, of
each tube was the same as the bulk temperature of the hot
water. This is the average of the water temperatures in the
jackets. Also, the heat loss to the surroundings was as-
sumed to be negligible. Thus, the heat transfer rate be-
tween the walls of the tube bundles and the air flow is
given by [19, 32]

O = hAAT,,

(12)
The log mean temperature difference is
T -T )-(T -T
ATLM — ( w m) ( w om)
(Tw - T;n )
In 7T T
( w Lour ) ( 13)
The tubes outer surface area was calculated from
A=nd Ln (14)

Thus, in order to determine the coefficient of heat
transfer, the rate of heat transfer from equation (12) was
obtained from the heat that accompanied the temperature
difference within the air stream as

Q=mcp(Tam_Tm) (15)
Therefore, the Nusselt number was calculated as

B hd,
k (16)

Nu

The air flow Reynolds number through the tube bundle
as obtained from Bergman et al. [9] was estimated as
pv,..d

max "o

Re=—"m2
# A7)

where v, is a mean velocity of the most narrow sec-
tion of the tubes. Using TBFP arrangement, it is deter-
mined as follows

p
v =—-=L y

max 2(pD—d0) (18)

The friction factor from the pressure drop across the tube
bundle was calculated from Holman [33] as

0.14
__ A [ n
Y vt
vamaxN luw (1 9)

where N is the main resistance of the flow.

Thermal-hydraulic performance factor of the tube
bundles is defined as [22]

— (NM / f)TBFP

2.5 Model validation

The present predictions from the study were compared
with the results of correlations available in the literature
(Cengel, Incropera7). The comparisons as obtained for
the tube bundle with fixed pitch are presented in Figure 4
for the Nusselt number and friction factor. It is clearly
shown that the predicted values were in good agreement
with the existing experimental and analytical correlations.
However, the variations of Nusselt number in the present
study from Zukauskas [34], Aiba [35] and Khan [3] cor-
relations were found to be 28.5, 12.6 and 8.1 %, respec-
tively. The predicted friction factor has a variation of 18.0
from Jakob’s correlation [33]. The observed discrepancy
might be as a result of making the few tubes wall-
bounded and also differences caused by the uncertainties
of the numerical simulations and the correlations.

180 - # Nu - Present Study 03
B Nu - Zukauskas
160 - ANu-Aiba ‘
®Nu-Khan . 030
B0t present Study ’ A
120 - f-Jakob L ) ']
0 ’ & 1 05
SN SR .
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Figure 4 — Comparison of results with existing correlations

3 Results and Discussion

The streamlines and distributions of fluid velocity
across the tube bundles for TBFP, TBDP, and TBIP at
Reynolds numbers of 7 381 and 22 214 are as indicated
in Figure 5. These arrangements were selected as extreme
cases to explain the flow distributions. From the figure,
the maximum flow velocity can be found within the re-
gions in-between the tubes, and the tubes and walls. The
wakes developed behind each tube are similar for all the
tube arrangements and these regions are characterized
with very low velocity. Wakes behind the first four col-
umns are smaller as compared with the last column, and
this could be attributed to the delay in onset of flow sepa-
ration and change in flow structure caused by the tube
columns behind the first four columns. However, in the
wake region, the heat transfer rate would be at its lowest.
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Figure 5 — Streamlines and distributions of fluid velocity across the tube bundles:
a— TBFP at Re =7 381; b — TBFP at Re =22 214; ¢ — TBDP at Re =7 381;
d —TBDP at Re =22 214; e — TBIP at Re =7 381; f — TBIP at Re =22 214

The distribution patterns of the turbulent kinetic ener-
gy within the tube bundles for TBFP, TBDP, and TBIP at
Reynolds numbers of 7 381 and 22 214 are as shown in
Figure 6. The maximum energy averagely increases from
16 to 140 m*/s® as the Reynolds number increases be-
tween the two bounds. There is a sharp increase in turbu-
lent energy as the tube column increases; this is partly
due to the effect of the preceding columns on the tubes
downstream. The flow turbulence intensity, which is seen
to be more pronounced at the leading edges and the spac-
es in-between tubes will eventually cause a higher heat
transfer rate at these regions. However, the low-intensity
turbulence found in the trailing edges of the tubes may be
attributed to the characteristically low velocity wakes in
the regions, thereby reducing thermal energy transfer
[10]. As seen from the figure, the TBDP and TBIP pro-
duced higher and lower turbulent kinetic energy, respec-

tively. This is an indication that the downstream decrease
in tube pitch creates more interaction between the fluid
and the tube surfaces.

Figure 7 shows the comparison of the Nusselt number
for all the tube arrangements over a range of Reynolds
number. It can be observed for each of the tube arrange-
ment that the Nusselt number increases as the Reynolds
number increases. However, there were very small varia-
tions in the Nusselt number; the value for TBFP, which is
tube bundle with fixed pitch, is averagely greater with
0.7,0.9, 0.1, and 0.9 % than TBDLP, TBILP, TBITP, and
TBIP, respectively. However, its Nusselt number is less
with 1.0 and 1.6 % than TBDTP and TBDP, respectively.
Except for TBDLP, there was an increase in the Nusselt
number as the pitches decrease downstream, this is partly
due to an increase in turbulent interaction within the flu-
id, and fluid with tube surfaces.
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f

Figure 6 — Turbulent kinetic energy distributions within the tube bundles:
a—TBFP at Re =7 381; b— TBFP at Re =22 214; c — TBDP at Re = 7 381;
d —TBDP at Re =22 214; e — TBIP at Re =7 381; f — TBIP at Re =22 214

The friction factor for all the tube arrangements as
against the Reynolds number is as presented in Figure 8.
It is obvious that the friction factor reduces with increas-
ing Reynolds number for all arrangements. The friction
factor is lowered for dominantly increasing the kinetic
energy of the fluid with increasing Reynolds number.
From the figure, the friction factor of TBFP (standard) is
about 1.0, 1.1, and 1.4 % less than TBDLP, TBDTP and
TBDP, respectively. While the friction factor of the
TBFP is greater than TBILP, TBITP and TBIP with 1.1,
0.9, and 1.2 %, in that order. The trend indicates that the
pitches of the tube columns downstream have a more

pronounced effect on friction factor as compared with the
pitches upstream.

The plot of the thermal-hydraulic performance factor
for all tube arrangements as against the Reynolds number
is as shown in Figure 9. There is no significant variation
in the efficiency with the range of Reynolds numbers,
except for TBDLP which decreases over the range. It can
be seen that the increasing pitch arrangements display
better thermal-hydraulic performance while the perfor-
mance of the decreasing pitch arrangements is lower than
the tube arrangement with a fixed pitch.
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4 Conclusion

The effects of varying downstream, the transverse and
longitudinal pitches on the thermal-hydraulic perfor-
mance of staggered tube arrangements were studied nu-
merically. Seven tube arrangements were considered
within a Reynolds number range. The results obtained
indicated that the changes in the tube pitches affected the
performance of the cross-flow heat transfer over the tube
bundles. The tube bundles with decreasing pitches had
the highest heat transfer performance. The lowest friction
factor was obtained from the tube bundles with increasing
pitches, which also gave the best thermal-hydraulic per-
formance.

5 Nomenclature

5.1 Abbreviations and symbols

d Tube diameter;

pr  Transverse pitch, m;

pr  Longitudinal pitch, m;

pp  Diagonal pitch, m;

U Velocity component, m/s;

P Pressure, Pa;

T Temperature, K;

X Cartesian coordinate, m;

k Turbulence kinetic energy, m2/s2;

Lpin  Size of the minimum permissible eddies, m;
lnex  Maximum permissible mixing length, m;
L, Limited mixing length, m;

Re Reynolds number;

Pry Turbulent Prandtl number;

(0] Heat transfer rate, W;

A Surface area of a tube bundle, m?;
¢,  Specific heat capacity, J/(kg-K);

h Heat transfer coefficient, W/(mz- K);
Nu  Nusselt Number;

Ap  Pressure drop, Pa;

f Friction factor;

n Tubes number;

N Number of main resistance;

n Thermal hydraulic performance factor.

5.2  Greek symbols
p Density, kg/m®;
U Dynamic viscosity, Pa-s;
ur  Turbulent eddy viscosity, Pa-s;
n Thermal conductivity, W/(m-K)
& Dissipation rate, m%/s°.

5.3 Subscripts

i,j  indexes of vectors;

in “inside”;
out “outside”;
w “wall”.
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VK 536.24

Yucnose AocIiIKeHHs BIUIMBY KPOKY TPY0 HA TeIJIOBI Ta riapasJiivHi

XapaKTePUCTHKHN TPYOHUX MYYKiB y MONepPevYHOMY NOTOIi
Ientipin M. O.', ToBomky O. A.?, Axutose C. A.', 3e6ynyn O. E.'

!'Vuisepcurer m. I6anan, usax O6yaysa, M. 16anan, Hirepis;
2 VYuiBepcureT Aneneke, P.M.B. 250, nusix Ene-Ocor6o, m. Ene, mrar Ocyn, Hirepis

AHoTauisi. Y pi3HHX TemI00OMIHHUX amapaTtax TPYOHI ITy4KH 3aCTOCOBYIOTBHCS JUIA Tepefadi TeIUIoBOi eHeprii
Mixk pizuHaMm. [Iporte, MiTpyOHUIT IPOCTIB Oyab-IKOTO TPYOHOTO MyYKa € BU3HAYAIBHUM (haKTOPOM HOTO TEIUIOBHX
1 T1IpaBIiYHAX XapaKTEPUCTHK. Y Iiif poOOTI YHCEIFHO NPOAHAI30BaHO BILIHB 3MiHH MOTIEPEYHOTO 1 MO3I0BKHBOTO
KPOKIB y HIDKHII YacTHHI TPYOHOTO IydKa Ha XapaKTePHUCTUKH IOTOKY 1 Teruionepenadi. JlocnimkeHo ciM BapiaHTiB
po3rtanryBaHHs TpyO 31 3MIHHHM KpPOKOM Jisi yucen PeliHonbiaca y nmiamasoni Big 7 381 mo 22 214. Amnanis
IIPOBOJUBCS 13 3aCTOCYBaHHAM MoJeli TypOyneHTHOCTI K-¢ i3 3a7aHMMM I'pPaHUYHHMH YMOBaMH i3 KOMII IOTEPHOIO
peadmizamieto MetooM ckiHdeHHUX 00’ eMiB y COMSOL Multiphysics. OTprMaHi pe3ynbTatu 100pe y3roHKYIOTECS 3
ICHYIOUNMH 3aJISKHOCTSIMU. TpyOHI ITydKH 31 3MEHIIEHOIO BiZICTAHHIO JAIOTh Kpally Teruionepenady. 301IbIeHHs K
BiJICTaHI MMPU3BOANTH IO 3MEHIICHHS TiAPaBIiHYHOTO KOC(IIliEHTa TEPTSL.

KonrouoBi cioBa: momepeyHmii mNOTIK, 3MIHHMH KpOK, TPYOHWH Wyd4oK, TeIulonepenaya, TEIUIOTEXHIYHI
XapaKTEePUCTUKH.
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Abstract. The importance of brake systems in automobiles cannot be overemphasized. Brakes are used in speed
control of vehicles and do so by the conversion of kinetic energy into thermal energy. Better stopping performance
has favored the disc brake system over the drum brake system and has found wide application in high-performance
vehicles. Brake fade, caused by thermal overload has placed a limit on the permissible temperature at which braking
systems can function, and it is the task of designers to ensure that this is avoided. However, even with a good design,
panic braking at high speeds could lead to high-temperature values. This study is thus undertaken to numerically
investigate the effect of selected braking patterns on temperature growth which could lead to brake fade in a disc
brake system for a 2 200 kg car moving at a velocity of 40 m/s whose velocity is expected to be reduced to 4 m/s after
five seconds with two matches of the brake for a seconds’ interval. The peak temperature attained in the system
during braking was observed to be different for the different braking patterns, and the best-suited pattern was the 1s-

1s-3s with peak temperature values below 600 K.

Keywords: automobile, brake fade, disc brake, temperature distribution.

1 Introduction

Brakes are mechanical devices that restrain motion and
does so by the absorption of energy from a moving
system which is achieved by friction, pumping on
electromagnetic means.

The importance of brakes in automobiles cannot be
over-emphasized; it is used for its stoppage and speed
control. Automobiles generally use the friction type of
braking system which consists of a group of mechanical,
hydraulic and electronic activated components.

2 Literature Review

Brakes are basically devices used in the conversion of
kinetic energy to thermal energy [1, 2]. Automobiles
generally use the friction type of braking system which
consists of a group of mechanical, hydraulic and
electronic activated components. The automobile friction
type braking system is either the disc or the drum system
[3], and the choice of one is dependent on the purpose it
is required to fulfill. The all-disc braking system is made
use of in high-performance vehicles, and rarely will one
see the drum braking system used at the front wheels of
modern vehicles except on the rear wheels.

Automotive disc brakes are usually made of grey iron
[2, 4, 5], and uses calipers to squeeze a pair of pads
against a moving/rotating disc thereby causing its

retardation as a result of friction. The disc brake is
favored over the drum brake system because of its better
stopping performance attributable to its better heat
dissipation rate, and its better recovery from immersion
into liquid [6]. For better heat tolerance, disc brakes can
also be manufactured from ceramic composites.
However, the impact of cost has limited its use to exotic
cars.

Brake fade is caused by overheating of the brake
system and results in a temporary reduction or complete
loss of brake power, and it is to be avoided [8]. The heat
storage and dissipation capacity of the brake system are
of upmost importance in the prevention of brake fade
which is caused by thermal overload especially during a
single stop or repeated stops from a high speed and/or
high load condition [4, 6, 8—12].

The impact of the vehicle speed and duration of
braking have been undertaken, and it has been reported
that it is imperative that the heat generated must be
adequately dissipated to ensure the proper functioning of
the system [13—17]. The relatively low temperature at
which materials could fade has been a major reason for
consideration in the choice of materials for disc braking
systems, because of the very high temperature which is
obtainable during braking. Fading is one of the reasons
why aluminum, despite being a good thermal conductor
and lightweight is not used in its pure form for disc
braking system because of its low operating temperature
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[2, 13, 18, 19]. To ensure fast cooling through forced
convection, brake discs are usually also ventilated
[16, 20], however, ventilation of the brake disc can result
into the induction of an uneven temperature distribution
field in the disc [21], and by extension Judder effect
[21, 22].

Generally, brake pads could be effective up to a
temperature of about 600 K [11, 14, 22], while for racing
vehicles, the effective operating temperature of the brake
pads without fading can be as high as 900 K [14].
Repeated thermal stresses caused by high temperature
usually results into the development of hot spots [24, 25]
which subsequently can result into heat cracks on the
brake disc surface [16, 19, 26, 27].

Asides the vehicle weight, velocity, and time required
to bring the vehicle to a halt or reduced velocity, the
braking pattern also contributes to the inception of brake
fade. This study is thus focused on the impact of braking
pattern on brake system fade using six different scenarios.

3 Research Methodology

The thermal distribution of a disc braking system was
determined numerically by modeling a brake assembly
fitted to a vehicle of total mass 2 200 kg (mass of vehicle
plus payload) moving at a velocity of 40 m/s (144 km/hr).
The vehicle is to be brought to a speed of 4 m/s in 5's
after the first march of the brake pedals, which is
expected to be twice with a time lapse of 1 s in-between
the marches.

The model as developed by COMSOL Multiphysics
for a disc brake system geometry and material properties
was made. The heat transfer module was employed in the
numerical solution.

It was assumed that there is no skidding, and all the
kinetic energy at the surface of the disc brake is
transferred to thermal energy in the brake system, and
also the pressure distribution generated by the brake pad
on the disc brake surface is uniform. The designed disc
brake system is shown in Figure 1.

x10%

01

Figure 1 — The designed disc brake dimension

The deceleration power of the brakes while neglecting
drag and any other losses outside the brakes is the
negative value of the time derivative of the vehicle’s
kinetic energy.

_ _ & i""‘“uv1
Pa = r:.!t( 2 ) (1)
P,= —mV @

where Py is the deceleration power; m,, is the vehicle
mass; V is the vehicle velocity.

The total frictional heat source of the brakes is
equivalent to the brake deceleration power, that is

Pfricrion = Pri (3

And since a standard car fitted with an all-disc brake
system has eight brake pads, the frictional heat source at
each of the brake pads is given by

_ Prriction _ 1 d¥
Pfricrion;przd - 2 - _Emavz “

The frictional heat source per unit area is related to the
contact pressure between the pad and disc according to
the equation:

Pfr[cr[nn_gaa’ (5)

r= v

The thermal energy generated at the boundary between
the brake pad and the disc is dissipated by convection and
radiation, and for this study, the rotation of the disc is
modeled as convection in the disc, and the local disc
velocity vector is given as

Vdisc = E(_}F!xj (6)

The thermal properties of the disc brake system used
for this study are shown in Table 1, and the geometry
dimension is as stated in Table 2.

The disc brake was meshed using the free triangular 1,
and the parameters are stated in Table 3.

The temperature distribution in the disc brake system
were then determined numerically for braking patterns of
first march interval, release period, and second march
interval as follows, s: 0.5-1.0-3.5, 1.0-1.0-3.0, 1.5-1.0—
2.5,2.0-1.0-2.0, 2.5-1.0-1.5, and 3.0-1.0-1.0.

The ambient temperature was taken to be 300 K, total
braking time of four seconds, and the deceleration was
assumed to be of an average value of 9 m/s”.
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Table 1 — Thermal properties of brake system

. . 3 Heat capacity Thermal conductivity, Surface
Material | Density (kg/m”) | at constant pressure, Wim-K) emissivity
J/(kg-K)
Disc 7870 449 82 0.28
Pad 2 000 935 8.7 0.80
Air 1.170 1100 0.026 —

Table 2 — Brake system dimensions, m

Part Radius | Thickness
Disc 0.140 0.013
Wheel bearing 0.080 0.010

4 Results and Discussion

The surface temperature was seen to vary with time
and position on the disc and brake pad, leading to a
temperature distribution and this is evident from the
surface distribution plot for the selected braking patterns
after a time period of two seconds of the brake
application depicted in Figure 2.

The peak temperature value was observed to be at the
tip of the brake pad during the period of the brake
application.

These temperature values at the tip of the brake pad
are plotted against time for each of the investigated
braking patterns and depicted as shown in Figure 3.

The different braking patterns result in different
temperature values. The peak temperature values for the
different patterns were observed to be the same for the
first 0.3 s of the brake application, and this was so
because an average retardation value was assumed

Time=4 s Surface: Temperature (K} (5

A8

o

01 350

Table 3 — Disc brake mesh parameters

Element size (max) 0.00980
Element size (min) 0.00042
Maximum element growth rate 1.35
Factor of curvature 0.30
Narrow region resolution 0.85

throughout the braking period, and the minimum first
match period was 0.5 s.

The peak temperature values for each of the different
braking patterns were also observed to occur before the
brake is unmatched, and is a function of the time of a
match. With the notion of brake fade set in at a
temperature above 600 K [9, 14], the best fit braking
pattern to avoid brake fade was observed to be as
follows, s: 1.0-1.0-3.0, and this is closely followed by
the braking pattern 0.5—1.0-3.5.

The temperature of the brake pad two seconds after the
braking and attainment of the required velocity; 4 m/s, is
also a function of the braking pattern as depicted in
Figure 3, while it is highest for 1.0-1.0-3.0s, it is least
for 3.0-1.0-1.0 s. This is attributable to the fact that after
the attainment of the peak temperature during the braking
pattern 3.0-1.0—1.0 s, the remainder of the braking match
period was used in the cooling of the brake pad as against
for the other patterns with two separate peak values.

Time=4s Surface: Temperature (K) o
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01"
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5 Conclusions

The thermal energy generated during braking and the
subsequent temperature rise and distribution on the disc
brake system have been shown to be dependent on the
braking pattern. If need be, for repeated quick braking,

the interval should be such that the first match does not
lead to excessive heat generation.

The braking pattern “1.0-1.0-3.0 s” was found to be
the most suitable to avoid brake fade of the investigated

braking patterns, with peak temperature values below
600 K.
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YK 629.017

BB cxemu rajbMyBaHHA HA e)eKTHBHICTH raJbMiBHOI CHCTEMH aBTOMOOLIA
Toomxy O. A.

VYuiBepcuret Aneneke, P.M.B. 250, nusix Ene-Ocor6o, M. Ene, mrar OcyH, Hirepis

AHoTamisi. BaxiuBiCTH TanbMIBHMX CHCTEM B aBTOMOOUIIX He Moxe OyTH TIepeolliHeHa. [ampma
BHUKOPHCTOBYIOTBCS JUISl PETYIIOBAHHS MIBHAKOCTI TPAHCIOPTHUX 3ac00iB 1 NMPAIIOIOTH 32 PaXyHOK MEPETBOPEHHS
KiHeTH4yHO1 eHeprii y TemioBy. Kpamia 3ynmHsAIO9a Iisi CHUCTEMH AWCKOBHX TajbM IOPIBHSAHO 3 OapaGaHHUMHU
ragbMaMy IpHU3BeJa J0 iX MIMPOKOTO 3aCTOCYBAaHHS y BUCOKOSIKICHUX TPAHCIIOPTHUX 3aco0ax. 3HWKEHHS rajJbMiBHOT
3[JATHOCTI, BUKJIMKAHE TCIUIOBHM IIEPCHABAHTAXXCHHAM CHCTEMH, HAKJIaJjae OOMEKEHHS Ha JIOIyCTUMY TeMIIeparypy,
3a Kol Moke eeKTHBHO (YHKIIOHYBaTH rajbMiBHA cHcTeMa. TOMY aKTyalbHOIO € ImpoOJieMa YHHUKHEHHS I[bOTO
HeratuBHOro edekry. OmHak, HaBiTP NPH JOCTAaTHHO TapHIH KOHCTPYKIIi, YacTe raJbMyBaHHS Ha BHCOKHX
IIBUAKOCTSIX MOJKE IIPU3BECTH JI0 TIOSIBH BHCOKUX TeMIEpaTyp. TakuM YHHOM, I CTaTTs CHPsIMOBAaHA Ha BUKOHAHHS
YUCIIOBOTO JIOCII/PKEHHS BIUIMBY OOpaHUX CXEM TajbMyBaHHS Ha 3POCTAHHS TEMIIEPATYPH Y CHCTEMi, IO MOXe
MPU3BECTH IO 3HIKEHHA 11 epeKTUBHOCTI. JlOoCHiKEeHHS MPOBOAATHCS A aBTOMOOUI Macoro 2 200 kr, 1o
3YNHUHSAETBCS 3a 5 ¢, MOYMHAIOYM 3 TIpaHW4yHoi mBHakocTi 140 km/rox i1 3aBepmyroun 15 km/ron. Haiibinmpma
TeMIIepaTypa, TOCSATHYTa CHCTEMOIO TIPH TalbMyBaHHI, BIIPI3HSIETHCS VIS Pi3HUX cXeM ranbMyBaHHs. [Ipu npomy sk
HalKpaIy cxeMmy oopaHo Mozenb «1 ¢ — 1 ¢ — 3 ¢» 3 rpaHMYHUM 3Ha4eHHAM TeMnepatypu 327 °C.

KorouoBi ciioBa: aBTOMOOiIb, rajbMiBHA 3/1aTHICTh, AUCKOBI rajbMa, PO3IOJILI TEMIIEPATYPH.
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Abstract. The need for power measurement transmitted by the running shaft has led to the need for using devices
for measuring torque on the shaft. Of particular importance is the power measurement on high-speed machines,
wherein some cases conventional measurement systems are either unsuitable or have low accuracy. Currently, data
measuring systems are widely used in the researches of turbomachines. They allow to receive, process, transmit, store
and display measurement data. Their application is relevant in relation to the priority of experimental study and sub-
sequent modeling of characteristics and performance factors of expansion machines. The purpose of this research is a
design and generation of the data measuring system for measuring torque on the running shaft of vortex expansion
machines using a non-contact torsional dynamometer (strain-gauge clutch). The research has considered the results of
the development of data measuring system, performed a theoretical analysis and presented the results of the practical
application of the non-contact strain-gauge dynamometer designed for torque measurement on the shaft of low-power
expansion machines when operating under bench test conditions. Has dealt with the problems of development, cali-

bration.

Keywords: data measuring system, torque, coupling, resistive-strain sensor, vortex expansion machine.

1 Introduction

The necessity of power measuring transmitted by the
running shaft has led to the need for usage of devices to
measure the torque on the shaft. An increase of the accu-
racy of measuring the effective power on the shaft allows
to more accurately determine the efficiency of plants,
improves the quality of the experiment and thereby al-
lows to detect an effect of unobtrusive factors on the
efficiency of power plants. Of particular importance is the
measurement of power in high-speed installations, where
in some cases conventional measurement systems are
either unsuitable or have low accuracy.

Devices designed to measure the torque can be divided
into four classes according to the principle of operation:
cradle dynamometers, torsional indicators, transmission
dynamometers and transducers for measuring by extrinsic
parameters [1-22]. Torsion dynamometers are usually
inertialess instruments and perform only the measuring
function, enabling to record both the time averages and
ever-varying values of the engine torque during its opera-
tion in any modes [1-18].

Currently, electronic torque measuring devices that ex-
ist on the market have a number of significant drawbacks:

—the need to complicate the design of test benches or
the inability of their use for existing structures of installa-
tions;

— detector
(Figures 1, 2);

—large dimensions of the measurement system
(Figures 1, 2);

—the inconvenience of visual control and representa-
tion of information;

— high cost.

Therefore, the development of data measuring system
(DMS) for torque measurement is a pressing challenge.
The data measuring system is a collection of functionally
integrated measuring, computing and other supporting
technologies for obtaining measuring data, its transfor-
mation, processing to perform in the required form.

designs  contain  stator  elements
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Figure 1 — Torque detector TRC-10K

In the paper, a review is given of the results of devel-
oping the data measuring system for measuring torque on
the running shaft of a vortex expansion machine using a
non-contact torsional dynamometer by a wireless wi-fi
connection and information processing on a computer.

2 Literature Review

Torsional dynamometers are divided into strain-gauge
[3, 5-7, 10-12] and torque [4, 8, 9, 13-18]. Work process
of the torsional torque dynamometer, in contrast to the
torsional strain-gauge dynamometer, is based on direct or
indirect measurement of a twisting angle of the torsional
shaft. This angle, according to Hooke’s law, is propor-
tional to the transmitted torque.

Torsional torque dynamometers were invented much
earlier than strain-gauges. They are significantly inferior
to the latter in size and accuracy but are in a simple de-
sign. Torsional torque dynamometers are divided into two
groups: contact and non-contact [1]. The latter has lower
chatter susceptibility and greater stability of indications,
as well as less demanding of maintenance. By the princi-
ple of measuring the magnitude of the twisting angle,
non-contact torsional dynamometers are divided into
temporary, phasic, Vernier, differential and photoelectric.
In the operation [2] at the bench (Figures 2 a, b), the
torque on the shaft of the vortex expansion machine 1
was measured using a non-contact torsional torque dyna-
mometer 2, operating on a temporary basis. The load on
the shaft was made by the air brake 3 (drag compressor).

Torque dynamometer (Figure 2 c) is a torsion shaft 1
of round cross-section, which is fastened at one end in the
transmission shaft 2 and the output shaft 3. Disks 4 are
fastened on the shafts 2 and 3 where marks are made.
Shafts 2 and 3 are set up on bearings in the body structure
6, in which inductive sensors 7 are set up directly above
the disks. The time interval between signals from induc-
tive sensors is measured by a frequency meter FM3-33.
This time interval is proportional to the twisting angle of
the torsion shaft y and to the shaft torque accordingly.

AT

b
5 7
TN S

\

o=
IIb(I}(I"

C

Figure 2 — Test facility for researches of vortex turbomachines with

a mean of measuring the torque on the shaft (non-contact torsional

torque dynamometer): a — test facility scheme; b — photo of the test
facility; ¢ — torque measurement device

Due to the abovementioned, the purpose of the re-
search is a generation of the data measuring system for
measuring torque on the running shaft of a vortex expan-
sion machine using a non-contact torsional dynamometer.
To achieve this purpose, the following objectives have
been formulated:

— generation and calibration of a strain-gauge clutch
for torque measurement;

— building software for the transformation of measur-
ing data with the purpose of providing in the required
form.
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3 Research Methodology

The torque on the shaft was calculated as a function of
the twisting angle of the torsion shaft, N-m:

M= Ky @-9pk 1)

where Km — dimensionless calibration notice of dynamome-
ter; i — the central angle between marks on torsion meter discs

under load (deg):
Y=w-T-10%=6-n-7-107%, )

where w = & -1, deg/s — rotational speed; r — revolution
rate (rpm); T — the time interval between sensor signals when
operating under load (ms); 3" — the central angle be-
tween marks on torsion meter discs at idle (no torque load)
(deg):

P =wt 10 =6-n-1"-107% 3)
where " — the time interval between sensor signals during
idle operation (ms).

By torque-transmitting, the torsion shaft undergoes
elastic strain and the angle y changes its value. The con-
sidered construction design allows one to measure condi-
tionally instantaneous (in one revolution of the crank-
shaft) torque values.

But this construction design has drawbacks such as:

- sensor designs contain stator components, which
leads to complication of the bench design Figure 2;

- large dimensions and complex design of the meas-
urement system Figure 2;

- power loss in bearing frictions should be considered.

Up to date, strain-gauge instruments, the principle on
which they operate is based on the dependence between
the conductor stretching and its electrical resistance, are
developing intensively. Due to the ever-decreasing size
and progressive stability of the electronics, it is possible
to design sensors with enhanced accuracy and better dy-
namic performance. Modern strain-gauge instruments are
compact, have the highest accuracy relating to other types
of dynamometers designed for torque measurement, and
can also be placed directly on a running shaft, without
requiring the installation of additional means between the
engine and the load.

Measurement using resistive-strain sensor is based on
the change in its resistance under external actions. In
mechanics, the resistance of the resistive-strain sensors is
changed due to its deformation, which results under the
operating force.

It is known that during torsion, individual shaft ele-
ments undergo pure shear deformation and the main
strain runs on the platform inclined at an angle of 45° to
the shaft axis. Therefore, the resistive-strain sensors are
located at the intersection of the main area with the shaft
surface, i. e., along a helical curve forming an angle of
45° with the shaft axis.

Using modern advances in the field of strain-gauge in-
struments and means of transmission facilities it is pro-

posed for measuring the torque on the shaft of the expan-
sion turbomachine, to create data measuring system,
which includes a strain-gauge clutch, replacing two
clutches and a torque measurement device on the bench
shown in Figure 2 (see Figure 3).

Figure 3 — Turbogenerator based on a vortex expansion machine
with a strain-gauge coupling

4 Results

To determine and record the torque value, a device
(strain-gauge coupling) has been developed, which con-
sists of a torque pin and placed in it resistive-strain gages,
boost, wi_fi transmitter and battery. To register fast-
changing processes, processing of measured data, up-
keeping safe storage of the received information, provid-
ing measurement results in a tabular and graphical form,
software in C# programming language for the Windows
operating system was created (Fig. 4) The use of own
software allows to configure the visualization and data
storage in a convenient form for the researcher and allows
to easily integrate this coupling in the data measurement
system of the bench.

gt Forml

090000 20

7078000 o

|
FISE000 \_‘\ 12

Figure 4 — Software interface

Based on the above-mentioned technical means, a data
measurement system for torque measurement has been
created, block diagram/structural chart of which is shown
in Figure 5.
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Strain-gauge clutch for torque measurement is shown
in Figure 6.

A
xyo o—%> -t‘:‘;;kgﬁl wi-fi A Personal
NP7 Conreis module Computer

Figure 5 — Block diagram of the data measuring system
for torque measurement.

Figure 6 — Strain-gauge clutch for torque measurement

It is known that during torque measuring an output
signal (voltage) from strain gauges, connected by com-
plete bridge connection is an analog with a low value
(within a few mV). For this reason, to register this signal
with electronic devices a boost is required (Fig.5) which
increases the measured voltage in the possible registered
range of the receiving device. To amplify the signal and
transform the analog signal to digital, an HX711 ADC
(analog-to-digital converter) strain booster is used.
ESP8266 ESP-01 wi-fi module is used as a wireless sig-
nal transmission from the bridge of the resistive-strain
sensor. Digital signal from the HX711 ADC is transmit-
ted to the transmitter thereafter it is transmitted to the
environment to the receiving apparatus (phone or PC).
This scheme compared to the frequently used [3-6, 10]
provides a number of advantages: usability, affordability
at a good transmission quality, ease of use, no need for
receiving apparatus production since modern PCs allow
to receive wi-fi signal.

The received signal is processing, recording and visualizing
by the generated software. The power supply of the circuitry is
provided by a 18650 Li-lon lithium battery.

Mass-dimensional characteristics of the coupling are practi-
cally the same as those of standard couplings for torque trans-
mission. Installation of electronic components on the axis of

rotation inside the coupling allows avoiding the occurrence of
significant centrifugal loads on the scheme elements when oper-
ating at high speeds of the turbomachine rotor.

The torsion shaft of the coupling has a bearing length of
100 mm, an internal diameter of 32 mm or 40 mm (Figure 6).
The wall thickness is selected considering the range of torque
variation and ranges from 0.5 mm to 5.0 mm. Measuring a
range of the dynamometer: M =-100-100 N-m, n=100-
10000 rpm; allowable load limit 200 N-m.

Calibration of the created strain-gauge coupling was per-
formed. Calibration allows not only to establish a connection
between the indicator of the recording system and the value of
the measurand but also to check the system operation in the
range of variation of the input magnitude.

Calibration researches were done at room temperature (from
0 to 25 °C) as follows: known beforehand values of the measur-
and, for example, torque on the shaft is fed to the input of the
measuring system, and at the output record the system indica-
tors on these impacts. The torque on the shaft is created by the
application of a load of known weight on a measuring beam
with a length of 1 m, fixedly connected to the shaft (Figure 7).
Measurement error £0.25 N-m.

As a result, the dependence between the torque and instru-
ment readings (calibration curve) was obtained, as well as the
equation of this dependence. Torque changing which recorded
the device during the calibration process is shown in Figures 8
and 9 is a calibration curve.

Figure 7 — Calibration of the instrument for torque measurement
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Time, s

Figure 8 — Torque changing during the calibration process

The dependence of instrument readings on torque is deter-
mined by the following equation:

M=ap+h (4)

where p — instrument readings; a, b — factors that are deter-
mined during calibration for each coupling design Figure 6.
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Figure 9 — Calibrated curve

The device was tested in dynamics at the testing facili-

On Figures 11 and 12, torque changing, which registered the
device during the checks of the vortex expansion machine of
Figure 3 at a speed of 2500-3000 rpm is shown.

14

2 >
10 /

Torque. Nm

o N & o e

Pressure, bar

Figure 11 — The dependence of the torque on the shaft of the vortex
expansion machine (Figure 3) on the overpressure at the input

ty of low-power turbomachines of the department of Prp—r—
Technical Thermal physics of Sumy State University as a 5 e
part of turbine-generators based on jet-propelled expan- F
sion machine (Figure 10) and vortex expansion machine L% S Sweemok % w0 o am
(Figure 3). During the dynamic check, the instrument 4 \
measured the torque at a variable frequency of rotor spin- & | ‘ ! — "/
ning from 500 to 10000 rpm. E ~
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Fig. 10 — Instrument’s dynamic checks for torque measurement 0
14
The table shows the main technical characteristics of
the developed strain-gauge coupling and TRC-10K clutch b
(Flgure 1)‘ 4 - Torque, Nm
2
Table 1 — The main technical characteristics of the strain-gauge 0
coupling ,meuﬁo_am Evil 350 a? =)
n T . n 4
Technical characteristics Strain- TRC-10K . /
gauge cou- s /
pling 100 i \ /]
Torque range, N-m -100-100 | -100-100 43 \ P
Measurement error (including a8 A
AN +0.25 -
nonlinearities), N-m
Transmission of an output signal wi-fi cable c
Permissible maximum rotation
frequency of the shaft, rpm 10000 10000 Figure 12 — Torque changing during operation of the vortex
Temperature conditions (cali- 0-30 0-30 expansion machine on the bench (Figure 3) with input pressure
brated), °C 2 bar (a), 3 bar (b), and 4 bar (c)
Dimensions (LxD), mm 100x90 240x115
Weight, kg 1.0 8.0

Journal of Engineering Sciences, Volume 6, Issue 2 (2019), pp. 17-F 23

E21



5 Conclusions

A strain gauge coupling was developed to measure the
torque on the shaft of the expansion machine, that made it
possible to determine the machine shaft power and its
efficiency. Mass-dimensional characteristics of the cou-
pling are practically the same as those of standard cou-
plings for torque transmission. The developed clutch can
operate at high rotational frequencies of the rotor of the
turbomachine. The coupling meets the requirements for
measurement error, measurement range and, if possible,
for working with other sensors during testing.

Own software that configures the visualization and da-
ta storage in a convenient form for the researcher and
allows to easily integrate this coupling in the data meas-
urement system of the bench was generated.

Based on the strain-gauge coupling and software, data
measuring system has been created, which, in comparison
with known ones, has a compact and easy-to-work design
with a minimum number of elements. Developed data
measuring system allows measuring the torque on the
running shafts in a non-contact way without requiring
complication of bench design with the required accuracy.

Findings of experimental researches confirm the relia-
bility of the developed data measuring system under stat-

ic and dynamic load.
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VJIK 621
IndopmaniiiHo-BUMipIOBAJIbHA CHCTEMA /IJIs1 BUMIPIOBAHHS 00€PTAaJIbHOT0 MOMEHTY

Ha BaJIax, 0 00epTATHCH, HA OCHOBI 0€3KOHTAKTHOI0 TOPCIOHHOT0 TMHAMOMETPA

Banees C. M., Mipomnunuenko JI. B.%, Pogumuenko T. C.2,
TTpouenko M.?, Cmonenko 1. B.

L Cymchbkuii nepxaBHuil yHiBepcHTET, Byl PuMmcbkoro-Kopcakosa, 2, 40007, m. Cymu, Vkpaina;
2 Axaziemis ynpaB/IiHHA Ta aaMiHicTpyBanHs M. Onone, Bys. M. Heassnoscebkoro, 18, 46020, M. Onone, Ionbima

Anoramnisi. HeoOXiHICTh BUMIPIOBaHHS MOTYKHOCTI, IIEPEAAaHO] BaIOM, 110 00epTAEThCs, IPU3BENA 10 BaXKIMBO-
CTi 3aCTOCOBYBaHHS HMPHUCTPOIB IS BUMIPIOBaHHS 00epTaJbHOTO MOMEHTY Ha Baiy. Ilpu 1boMy, 0cOOJIMBOrO 3Ha-
YeHHS! Ha0yBa€ BUMIPIOBaHH MOTYKHOCTI Ha BUCOKOIIBHIKICHUX YCTaHOBKAX, [ Y OUIBIIOCTI BHIIA/IKIB TPaIHLIiiHI
CHCTEMH BHMIpIOBaHHS a00 HeNpuaaTHi, a00 MarOTh HEIOCTATHIO TOYHICTh. Y JaHUH Yac MpH JOCTIIKEHHAX TypOo-
MAaIlliH IUPOKO PO3MOBCIOKEHI iH(POpMAIiHHO-BUMIPIOBaIIbHI CHCTEMHU. BOHU 03BOJSAIOTH OTPUMYBATH, 00pOOIIs-
TH, TepeNaBaTH, 3araM’sTOBYBAaTH i BifloOpakaTH BMMIpIOBaIbHY iH(pOpMalilo. IX 3aCTOCYBaHHsS aKTyambHe Yy
3B’SI3KY 13 IPIOPUTETHICTIO EKCIEPUMEHTAIFHOTO BUBYEHHS 1 IOJAIBIION0 MOJAEGTIOBAHHS XapaKTEPUCTHK Ta MOKa3-
HUKIB ¢()EKTHBHOCTI PO3NIMPIOBATBHUX MalllH. METOI JaHOi poOOTH € po3pOOJICHHS 1 CTBOPEHHS iH(opMamiitHO-
BHUMIPIOBAIBHOI CHCTEMH [UISI BUMIPIOBaHHS 00€pTAIIFHOIO MOMEHTY Ha Bally PO3LIMPIOBAJIBHUX MAIUH, II0 00epTa-
€THCS 3 BEIMKOO MIBHIKICTIO, 32 IOTIOMOT OO O€3KOHTAaKTHOTO TOPCIOHHOTO AWHAMOMETPA (TEH30METPUYHOI My D TH).
VY poboti HaBeneHi pe3ynabTaTH PO3pOOJIeHHS 1H(OpPMAaLifHO-BUMIPIOBAJIBHOI CHCTEMH, BHKOHAHUN TEOPETHYHHI
aHali3 1 pe3yJIbTaTH MPaKTUYHOTO 3aCTOCYBaHHsS OE3KOHTAaKTHOTO TEH30METPHUYHOIO JMHAMOMETPA, IPH3HAUYSHOTO
JUTsL BAMIPIOBaHHSI 00€PTaJIbHOTO MOMEHTY Ha BaJly PO3IIMPIOBATEHUX MalIWH MaJol MOTYKHOCTI 32 YMOB CT€H/IOBUX
BUNPOOyBaHb. J[0JaTKOBO PO3IJISIHYTO MHUTAHHS NMPOEKTYBAHHS, TAPYBaHHS 1 3aCTOCYBaHHS CIPOEKTOBAHOTO JMHA-
MOMeTpa.

KiouoBi ciaoBa: iHdopmaniiiHO-BUMipIOBaJbHA CHCTEMa, OOEpTaTbHUI MOMEHT, AHMHAMOMETp, TEH30pPE3HCTOD,
BUXPOBA PO3IIMPIOBAIbHA MAIIMHA.
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Abstract. This paper discusses the formulation of the problem of designing the cast parts block-crankcases engine
in order to ensure its quality for the case study of cast iron parts of the cylinder block inline four-cylinder gasoline
engine with the capacity of 1.4 dm3. Material Ch190B is gray cast iron with optional chemical composition, and
sulfur — no more than 0.15 %, phosphorus — no more than 0.1 %, structure — perlite plate. The results obtained in this
work confirm the conclusions about the possibility of reducing the metal content of the casting and changing the
technical conditions of its manufacture. According to the results of the research, the developed recommendations are
aimed at stabilizing the characteristics of the metal, reducing metal consumption, and changing the technical
conditions for the defectiveness of this type of castings. Recommendations for changing the configuration of the
partition in order to reduce the metal content of the casting and recommendations for changing the Technical
Conditions for casting defects were stated for the casting block crankcase 4ChN12/14. For defects of discontinuity

type, the maximum size was defined, and controlled places of their detecting were defined.

Keywords: CAD, CAE, block-crankcase, 3D model, casting defect.

1 Introduction

In the ranking of the international organization of
automakers “OICA” Ukraine rose one step and from the
fourth group got to the third, among the countries that
produce more than 400 thousand cars a year. These
findings at a press conference said President of the
Association of carmakers of Ukraine "Ukravtoprom"
Michael Resnick.

Based on the above, Ukrainian automakers are faced
with large science-intensive tasks to improve the
performance of modern internal combustion engines
produced in Ukraine. Improving the performance of
modern internal combustion engines is impossible
without a deep modernization of their design, whether the
engine as a finished product, its components or individual
parts. As shows domestic and world experience, perfect
can be only a design based on the design which
incorporated the technological aspects of the manufacture
of parts and engine components, this approach ensures
optimal performance of the engine [1].

Design and experimental methods for determining the
structural strength, reliability, Assembly, installation
loads and service life must necessarily be consistent with
those laws that determine the technological processes
occurring in the manufacture of parts — phase transition,
shrinkage, residual casting stresses, etc. First of all, this
applies to the production of cast engine parts (80-90 % of
cast parts by weight in the design of the engine). The
level of harmonization of design and technological
approaches necessarily implies a compromise between
design development and the design and implementation
of the technological process of their production, is the
determining factor in obtaining quality parts, ensuring the
achievement of the specified performance, reliability, and
resource engine [2-4]. The technological aspects must be
taken into account in the design and application of CAD
for engines. The practice of domestic engine-building has
not yet reached this vital compromise for many
enterprises.
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2 Literature Review

The current state of the issue of design of engine parts
and CAD of technological preparation of production at
one of the defining stages of production of engine parts —
the manufacture of cast engine parts — does not allow
talking about an effective compromise, often in real
production, we can talk about deep contradictions [1, 3—
5]. The reason for this is the lack of knowledge of many
processes occurring during the formation of the casting
and ultimately determine the real, not theoretically
designed design of the part, as well as the accuracy of the
geometric parameters, which is one of the main indicators
of the quality of cast parts of the internal combustion
engine. The influence of the deviation fields of the cast
parts quality indicators on the parametric and functional
reliability of the engine parts is not determined. This, in
turn, leads to a decrease in the reliability of the engine
parts, reduce their performance and service life [6, 7].

The absence of methods for determining the influence
of casting design, size fluctuations, casting defects and
dispersion of mechanical properties on the state of the
elements of the future parts of the ice does not allow to
predict the level of technical perfection of cast parts of
the ice at the stage of their design [8, 9]. Therefore, it is
not possible to increase the operational level and life of
cast parts of the ice, to lay their high performance at the
design stage without parallel optimization of the process
parameters.

3 Research Methodology

This publication presents a series of studies carried out
at the departments of Internal Combustion Engines and
Foundry NTU “KhPI” and is dedicated to the problem of
ensuring the quality of the cast parts of the internal
combustion engine of a difficult geometrical
configuration according to the criterion of functional and
parametric reliability (of body parts) [10-12]. In
accordance with this criterion in the design and
technological design it is necessary to set and perform the
following tasks:

- identification of marriage cast motor parts;

- identification of "bottlenecks" in the part design
from the technological point of view;

« simulation of the stress state of cast parts;

» modeling of crystallization processes;

« identification of residual stress formation factors at
the stage of cast parts manufacturing.

This paper discusses the formulation of these problems
in order to ensure the quality of the first object of study-
cast iron parts of the cylinder block inline four-cylinder
gasoline engine capacity of 1.4dm® for the car
DAEWOO SENS. Customer “AvtoZAZ-Motor”
Melitopol (Ukraine), material Ch190B — gray cast iron
with optional chemical composition, sulfur — no more
than 0.15 %, phosphorus - no more than 0.1 %,
structure — perlite plate. Manufacturer LLC “Ukrainian
Foundry Company”, serial-700 cast parts per month.

4 Results

The material of such cast parts, in addition to the
mechanical strength, must have the necessary density of
the structure. On the basis of the conditions and
requirements of the material in the article was considered
such aspects as:

- analysis of the solidification process of cast parts;

« analysis of places of the possible appearance of
shrinkage defects.

As the 3D model created by us shows, a feature of the
cylinder block design is a combination of thin-walled
(body thickness 2-4 mm) and thick-walled (body
thickness 10-20 mm) arrays (Figure 1), which adversely
affects the cast part quality control on the direction of
metal crystallization.

To solve the problems associated with the
crystallization of the metal conducted research related to
the processes of solidification of the cast parts of the
cylinder block. For this task, the system of automated
modeling of LVM Flow casting processes was chosen,
which, with respect to our problem, has certain
advantages over its analogs, which include the simplicity
of the problem statement, the adequacy of the simulation
results and, with the correct formulation of the problem,
the relative speed of calculation of the filling and
crystallization processes.

Figure 1 — 3D model of the cylinder block

LVMFlow is a software application package for
computer simulation of casting. Computer modeling
allows us to trace all the processes occurring in the metal
when filling out the form, solidification, the occurrence
of shrinkage defects before the industrial manufacture of
the products themselves. The model equations are solved
by the FDM (finite difference) method on a regular
rectangular difference grid.

It is known that the direction of crystallization plays an
important role in obtaining high-quality cast parts. The
appearance of shrinkage defects in the body casting,
which leads to such consequences as the decline of
strength characteristics of metal, the appearance, in the
process of operation, cracks in the locations of such
defects, etc. Uneven curing of the thin-walled and thick-
walled arrays in the cylinder block shown in Figure 2.
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Figure 2 — The nature of solidification of the metal cast part
at a liquid phase content of 25 %

According to the results of the simulation performed
by the program, the areas of alleged defect formation
were identified (in the LVM Flow program, the model of
shrinkage defect formation is based on the percolation
theory and is determined as a percentage, as shown on the
scale), which are presented in (Figure 3).

A qualitative analysis of the solidification of the cast
part and the places of possible defects identified by the
program allows determining the problematic places in
zones A, B, and C (Figure 3).

The following data were used to model the cylinder
block-crankcase: cell size 1.996 mm; total number of
cells 17.620.200; casting ultrasonic 607.572; separation
coating-layer thickness of 0.3 mm and thermal
conductivity of 302 W/(m-K); casting material is special
cast iron; specified casting temperature 1400 °C; mold
material is furan mixture; initial temperature 20 °C.

Based on such initial data, a simulation was carried
out, which revealed the places of the possible origin of
defects of shrinkage nature.

To eliminate such defects, it was decided to upgrade
the existing Gating system (Figure 4 a). As the simulation
results (Figure 4 c¢), the Gating system was not
completely filled, leading to reduced efficiency of feeders
(used not all of the calculated areas) when filling forms
with metal.

Presented in Figure 4 ¢ and Figure 5 e metal flow in
the form leads to a decrease in the rate of rising of the
metal, resulting in the formation of crusts, usually
containing oxides and inclusions. In the future, the crust
is pressed against the mold surface with a liquid metal
(Figure 4 c), there is a breakthrough with the formation of
gas bubbles and non-metallic inclusions. Also, when
analyzing the modeling of the pouring process, it can be
concluded that in the initial stage, a jet of metal hits the
rod, blurs it, leading to blockages and changes in
geometric dimensions.

A
/“Zone C

in

Figure 3 — The area of the possible appearance
of defects of shrinkable character

In the streamlined Gating system (Figure 4 b) the
feeder was divided. As a result, a more uniform
temperature distribution was obtained during the cooling
of the metal in the form, thereby reducing the risk of
shrinkage shells and shrinkage looseness in the casting.
Also, the modernized Gating system began to provide a
more uniform filling throughout the cavity of the form,
which reduced the probability of splashing, the formation
of splashes. A jet of metal does not fall into the end of the
rod, thus does not destroy it.

For checking the simulation in the LVM Flow and
further research after a minor simplification and
smoothing relatively small areas were created by the
spatial finite element (FE) model of the casting of the
cylinder block in ANSYS Workbench 11SP1, including
911152 nodes and 577648 finite elements of tetrahedral
shape (Figure 5).

E 26

MECHANICAL ENGINEERING: Computational Mechanics



e

f

Figure 4 — Examples of gating systems and fill them with metal

Figure 5 — Finite-element model of the block-crankcase
of the internal combustion engine

Thus, the modeling of the pouring process in the LVM
Flow program showed that the use of an upgraded Gating
system reduced the probability of shrinkage defects,
blockages from non-metallic and oxide inclusions, as
well as the destruction of the rod by the jet of the poured
metal. The use of a streamlined Gating system in the
manufacture of the casting block-crankcase of the
cylinders of the internal combustion engine will achieve a
high quality and performance properties of the finished
part.

The analysis of the cooling dynamics, phase transition
and the coupling of the zones that solidify the latter
allows to identify the places of possible formation of
internal shrinkage defects, to form the boundary and
initial conditions for the problem of calculating the
residual deformations due to temperature equalization
throughout the casting part of the cylinder block, and,
ultimately, to introduce numerical optimization of the
solidification process.
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5 Discussion

As the second object of research was selected as a
cast-iron casting block-sump inline four-cylinder diesel
4ChN12/14.

The problem of ensuring the quality of cast iron
casting block crankcase inline four-cylinder 4ChN12/14
was considered in the following aspects:

- static load analysis of the block-crankcase casting
and modeling of the casting load capacity;

- analysis of natural oscillations;

» modeling of phase transition and cooling of block-
crankcase casting;

+ physical and chemical properties of the melt casting

+ dimensional and geometric analysis of castings and
stabilization of geometrical parameters;

+ some aspects of the use of computer technology to
improve the efficiency of foundry production, including
the creation of expert systems based on statistical
processing of accumulated databases and knowledge of
technological defects in castings.

Thus, to estimate the distribution of residual stresses in
the block-crankcase casting, a finite element model was
used based on 1.3-10° tetrahedral finite elements with
restrictions on the nodes of the end surfaces, where 2
degrees of freedom from 3 were fixed (Figure 6).

Figure 6 — Finite-element model of the block-crankcase

Figure 7 presents the temperature distribution of the
basic casting of the block-crankcase, which occurs after
the phase transition of all nodes of the model in the solid-
state, CO and the microstructure of cast iron in the danger
zone.

The figure shows that in the central zone of the block
crankcase, the most dangerous place for the stress-strain
state, graphite is coarse, mechanical properties are low.

In the modernized design, after complete
solidification, the microstructure is characterized by a
smaller size of graphite inclusions, which is explained by
a higher crystallization rate in the thinner wall of the
casting. As a result, lower residual stresses and higher
mechanical properties (Figure 8.)

Figure 7 — Temperature distribution on the base casting
of the block-crankcase arising after the phase transition
of all nodes of the model in the solid-state and the
microstructure in the center of the cast part

=
=
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-

Figure 8 — Temperature distribution in the modernized casting
of the block-crankcase arising after the phase transition
of all nodes of the model in the solid-state and the
microstructure in the central part of the casting

A comparative assessment of the block-crankcase of
the basic and manufactured according to the modernized
design shows that in the latter case there is no residual
stress zone. In the basic design of the zone, the zone of
maximum intensity of residual stresses (according to the
results of static tests) coincides with the zone of fatigue
crack occurrence. On the basis of the analysis of the
obtained finite element model of the model to assert that
the uneven distribution of stresses and their magnitude in
the base casting of the crankcase are a potential source of
reducing the functional reliability of the housing during
the operation of the engine (Figure 9).

A comparison of the results of dynamic tests on the
finite element model confirmed a similar picture
(Figure 10). The results are given for the third eigenform
of oscillations.
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Figure 9 — Distribution of residual shear stresses
after cooling of the base casting
of the block crankcase

6 Conclusions

The results obtained in this work confirmed the
conclusions about the possibility of reducing the metal
content of the casting, changing the technical conditions
of its manufacture. According to the results of the
research, recommendations were developed aimed at
stabilizing the characteristics of the metal, reducing the
metal consumption, and changing the technical conditions
for the defectiveness of this type of castings.
Recommendations for changing the configuration of the
partition in order to reduce the metal content of the
casting and recommendations for changing the Technical
Conditions for casting defects manifested on the walls
and walls of the casting block crankcase 4ChN12/14. For
defects of discontinuity type, the maximum size is
defined, controlled places of manifestation are redefined.
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Figure 10 — The results of dynamic testing on FEM for the base of the
casting block-crankcase: a — the third own mode shape of the BASE of
the block-crankcase 589 Hz; b — the form of intensity of dynamic stresses

on the third SF of oscillations of the BASE block crankcase, 589 Hz
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V]IK 004.93

Komm’vorepHuii iHXKUHIPUHT TA NPOEKTYBAHHSA JIUTHX JIeTajIel

0/10K-KapTepiB ABUTYHIB BHYTPIIIHHOI0 3rOPAHHS

AximoB O. B.1, Mapuenxo A. I1.}, Ansoxin B. .1, Conourenxo B.2, Illuucekuit O. 1.3, Kmumenxo C. 1.3, Koctuk K. 0.7

! HanionansHuii TeXHiYHME YHIBEpCUTET « XapKiBChKUM MOJITEXHIYHMI IHCTHTYT», Byl Kupmuosa, 2, 61002, Xapkis, Ykpaina

2TOB «JIxxenepan Enextpix», Kpakiscoka an., 110/114, 02-256, m. Bapmasa, [Tonbmia;
2 Di3uKo-TeXHOOTiuHH iHCTUTYT MeTaniB Ta crnasiB HAH Ykpaiuu, 6yi. Axaz. Beprazacekoro, 34/1, 03142, Kuis, Ykpaina

AHoTamisi. BinnoBigHo no kpurepito QyHKIiOHaIBbHOI 1 IapaMeTpH4HOi HAamiHHOCTI NPH KOHCTPYKTOPCHKO-
TEXHOJIOTIYHOMY TPOEKTYBaHHI KOPIYCHHX JeTalieil OyJii MOCTaBleHi Ta BUPIICHI HACTYIHI 3afadyi: ineHTu]iKamis
Opaky NTUTUX JeTajedl ABUTYHIB BHYTPILIIHBOTO 3TOPAaHHS, BUSBICHHS «BY3BKHX» MICIb y KOHCTPYKIIi Jeram 3
TEXHOJIOTIYHOI TOYKH 30py; MOJENIOBAHHA HAMPYXEHO-Ie()OPMOBAHOTO CTaHy JHTHX JeTalel; MOJeIIOBAHHS
MIpOLIeCiB KPHUCTANI3aLil; BUsBIEHHS (akTopiB (OpMyBaHHs 3aJIHIIKOBHX HAIpYXKEHb Ha eTall BUTOTOBJICHHS JINTUX
neraneil. Y Wil CTaTTi po3MIAAAEThCS BUPILICHHS BUILE3a3HAUCHNX MMUTAHb 3 METOIO 3a0€3MeUEHHs SIKOCTI MepIIoro
00’eKTa JOCHIIKEHHS — YaBYHHO! JuTOI Jerani OJIOKY HUWIIHAPIB PSIHOTO YOTHPHMIMIIHAPOBOTO OEH3MHOBOTO
nsuryna o6’emom 1,4 am® s aBromo6inis DAEWOO SENS. Jljist BUpillleHHs! HOCTaBIEHOT IPOOIEMH, OB’ A3aHOT 3
KpHCTaIi3aIiero MeTary, Oyiu IpoBeIeHi TOCTiHKEHH MPOIIeCiB 3aTBEPAIHHS JUTHX JeTalieil 60Ky nmmiHapa. byma
oOpaHa cHUcTeMa aBTOMATH30BAaHOTO MOJEIIOBaHHsA JuBapHHX mporeciB LVMFlow. PiBasHHS Mozemi
PO3B’sA3yBAJIUCh METOJOM CKiHueHHHX pisHuLb (FDM) Ha peryssipriit npsiMoKyTHI# pisHuuEBi# citui. OTpumani y
JaHid poOOTI pe3yabTaTH MiATBEPDKYIOTHCS BHCHOBKAMH MPO MOXKIIMBICTH 3HIKCHHS METAJIOEMHOCTI BHIIUBKH i
3MiHM TEXHIYHHX YMOB il BUTOTOBJICHHS. 3a pe3yJbTaTaMH IPOBEICHUX JOCIIIIKEeHb OyJIN po3po0iieHi peKoMeHaallii,
crpsIMOBaHI Ha cTablmi3alil0 XapaKTEPHCTHK CIUIaBy, 3HIDKCHHS METAJOEMHOCTI JuBapHOi (opMH Ta 3MiHH
TEXHIYHAX YMOB II0J0 Ae(EKTHOCTI JaHOTO BUIY BWIMBOK. Bynm HamaHi pekoMeHmamii moa0 3MiHu KOH]Iryparii
MIEPETOPOJIKM 3 METOI0 3HIDKCHHS METAJIOEMHOCTI BWJIMBKM Ta PEKOMEHJAIli MIOA0 3MiHHM TEXHIYHHX YMOB Ha
neheKkTH BHJIMBKH, WO TNpPOSBISAIOTBCS Ha CTIHKax 1 mepeTwHax JmBapHOro Onok-kaprepa 44YH12/14. Byno
BCTAHOBJICHO, IO JUIS JIMBapHUX Je(EeKTiB THUIy HECYyHUIBHOCTI BH3HAYAEThCS MAaKCUMAaIBHHH pO3MIp i
NepEeBU3HAYAIOTHCS] KOHTPOJIBOBAHI MicCLIs.

KurouoBi ciioBa: CAD, CAE, 6110k-KkapTep, TPHBUMIpHA MOJETb, 1e(EeKT JIUTTS.
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Abstract. The possibility of application of the program complex called Mathcad Prime 5 for calculation of normal
contact stresses in the center of deformation during cold rolling of the strips is considered. The algorithm, the block-
scheme and the computer program of calculation of the normal contact stresses during rolling of the strips on the re-
verse mill 1680 PJSC “Zaporizhstal” are developed. The epures were constructed and a comparative analysis of the
formulas used to calculate the normal contact stresses in the deformation center was carried out. Received calculation
data in Mathcad Prime 5 coincides with the literary data, which has practical value for both educational process and
research and design work. Based on the analysis of the contact stress epures, it can be concluded that the most accu-
rate calculation of the total metal pressure on the rolls during cold rolling is possible only when the formulas used emr
consider the change in the forced yield strength in the deformation center by the law of a straight line or the parabolic

law.

Keywords: cold rolling strips, normal contact stress, deformation center, computer program, forced yield strength.

1 Introduction

The theory and practice of cold rolling have a long his-
tory of development. With the efforts of many research-
ers, theoretical and empirical dependencies between the
basic parameters have been found that influence the pro-
cess of cold rolling and are the basis for the design of the
created cold rolling mills and mills that are being de-
signed. These dependencies were not designed for the use
of computer technology, so they are mostly presented in
an explicit way and, in some cases, as nomograms.

The availability of ready-made formulas has its posi-
tive aspects, but with the use of computer technology,
more opportunities for research and calculation and theo-
retical work appear. Sometimes the complexity of math-
ematical expressions does not allow us to solve the equa-
tions obtained. This can be avoided by having a comput-
er-based numerical calculation program in place, that is, a
numerical experiment method.

2 Literature Review

The aim of the study is the development of an algo-
rithm and computer programs that calculate the normal
contact stress in the deformation center during cold roll-
ing of the strips on the reversed mill 1680 PJSC “Za-

porizhstal” with the help of the software complex
Mathcad Prime 5. Another aim is the comparative analy-
sis of the formulas, which are used to calculate the nor-
mal stress in the deformation center.

The application of a modern computer program deter-
mines the relevance and practical significance of this
article for both the educational process and research and
design work.

A considerable number of works [1-10] were devoted
to the issue of calculating the normal contact stresses in
the deformation center during the rolling of the strips.

The calculation of normal contact stresses during roll-
ing of the thin strips can be performed using the formulas
of A. I. Tselikov [4-T7]:

for the zone of slippage on the entry side

KoM ) Ll 1
p, =K {(m p{] +1} o

for the zone of slippage on the delivery side

e

1
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where px — normal contact stress, MPa; hg and h; — initial
and final thickness of the strip, mm; hy — thickness of the
strip in the arbitrary intersection of the deformation cen-
ter, mm; & and & — coefficients of the back and front
tension.

In these equations the constant coefficients are deter-
mined by the formulas:

_2fy 519, B
Ah T K, K,

1)
where g0 and o1 — front and back tension, MPa; Ko and
Ky — forced vyield strengths before and after rolling in
MPa (Ko = 1.15-6029; K1 = 1.15-602Y); 60..© and go,® —
conditional yield strengths before and after rolling, MPa;
Ah — absolute compression, mm; lq — length of defor-
mation center, mm; f — coefficient of friction.

The determination of the total metal pressure on the
rolls by formulas (1), (2) is the most accurate, which has
been confirmed by numerous experiments [4—7]. Howev-
er, the use of these formulas, taking into account the law
of the yield strength change in the deformation center
depending on the compression, leads to cumbersome final
formulas, which are inconvenient for practical calcula-
tions.

Considering K = px, formulas (1), (2) are simplified to
the form [7]:

— for the zone of slippage on the entry side:

h -1
Py« :go : Ko (OJ ; (3)
h,
— for the zone of slippage on the delivery side:
5+1
h
P =& K, (hlxj ; (4)

The obtained formulas are extremely simple, but they
do not sufficiently take into account the change in yield
strength during the deformation process.

For more accurate accounting for the change in the
forced yield strength in the deformation canter from Ko to
Ki, the following equations are obtained, assuming that
the change in the yield strength occurs by the law of a
straight line [7]:

— for the zone of slippage on the entry side:

o[ (Koo G (] k9

Ah-S hy Ah-5

— for the zone of slippage on the delivery side:
_ _ _(Kl_KO)'hl} hﬁx o
Px {(Kl R )

In fact, the change in yield strength in the process of
deformation occurs by parabolic law. Taking this into
account, the following equations are obtained [7]:

(Kl_KO)'hx ; (6)
Ah-&

— for the zone of slippage on the entry side:

(ko)

e

K, -K h h
_2( 1 O)hx X 1 (7)
Ah2 o+l o

Py :{50 Ko+2

— for the zone of slippage on the delivery side:

hy (Kl‘Ko) hy o
Px |1 T ) a2 ICY
(K, -Kq) h, h
1 0 X 1
2 An2 'hX'{a—l_Ej ®)

In order to compare the results of the calculation of
normal contact stresses for all four considered formulas
(1)—(2), (3)-(4), (5)—(6), and (7)—(8) in accordance with
the real modes of compression on the reverse mill of
1680 PJSC “Zaporizhstal”, an algorithm and a program
for the calculation in Mathcad Prime 5 software complex
[11] were developed.

3 Research Methodology

In order to determine the values of the pressure in an
arbitrary intersection of the deformation center, a calcula-
tion algorithm has been developed, which is shown in the
block diagram of Figurel. The scheme relates to the cal-
culation of formulas (1), (2); other formulas are calculat-
ed using a similar scheme.

The deformation center is divided into a series of in-
tersections (from 0 to k). In each intersection, the current
height of the strip h is determined, which is compared
with the height of the strip in the neutral intersection hp.
The height hy is determined by the condition of the equal-
ity of pressures in this intersection from the zones of
slippage of the entry and delivery sides. For example,
when calculating the formulas (1)-(2), to find hy the
equation is solved:

I;Ol:(éro -5—1)(:12}6 +1} —Kg{(él -5+1)-(T;]6 —1}:0. 9)

Similarly, hy is found by calculating formulas (3)—(8).

By changing the different parameters (compression,
friction coefficient, a diameter of the rolls, back and front
tension coefficient) and dividing the deformation center
into any number of intersections, it is possible to numeri-
cally determine the influence of each of the above factors
on the distribution of normal contact stresses.

The calculation was performed in the Mathcad Prime 5
software complex, according to the block diagram shown
in Figure 1. The deformation center was divided into 20
sections (indexes “k” and “i"") and in each section, normal
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contact stresses were calculated: Py — for the zone of
slippage on the entry side and P1 — for the zone of slip-
page on the delivery side.

Table 1 presents the parameters of the Steel 1008 roll-
ing modes on the reverse mill 1680 PJSC “Zaporizhstal”
(as an example, only 4 passes out of 11 are given).

The program and the course of calculating the normal
contact stresses in the deformation center in 20 sections
according to formulas (1), (2) for the 1st rolling pass on
the reverse mill 1680 in the Mathcad Prime 5 software
complex are shown in Figure 2.

Table 1 — Table captions should be placed above the tables

Pass number

Name of the parameters

I [ u [ v [ xi
The thickness of the strip, mm

initial ho 3.05 2.45 1.95 0.9

final hy 2.45 2.05 1.76 0.8
Absolute compression Ah, 0.60 0.40 0.19 0.1
mm
The diameter of the 490 490 490 490
working rolls D, mm
Coefficient of external 0.1 0.1 0.1 0.1
friction f
Relative deformation &, % 19.7 16.3 9.7 111

Yield strength, MPa
before rolling oo 410 790 1040 1330
after rolling o1 790 990 1140 1340

Forced yield strength, MPa
before rolling ko 4715 | 908.5 1196 | 1529.5
after rolling ki 908.5 | 11385 | 1311 1541
Tension coefficient:

back & 1 0.98 0.988 | 0.985

front & 0.98 0.97 0.976 | 0.979
Coefficient § 4041 | 4950 | 7.181 | 9.899
Horizontal projection lq
of the length of the 12.12 9.90 6.82 4.95

capture arc, mm

4 Results

According to the obtained calculation data, the epures
of normal contact stresses along the length of the defor-
mation center have been built and shown in Figure 3. The
obtained diagrams coincide with those reported in the
literature [6, 7].

The area of the epure is the total pressure of the metal
on the rolls per width unit of the rolling strip. The area of
the epures was determined as follows. All the curves of
Figure 3 were plotted on a single graph in Mathcad.
Then, these graphs were redrawn and the area of the
epures was determined in the software complex Auto-
CAD Mechanical 2019.

Comparison of the areas of the normal contact stress
epures, obtained by simplified formulas (3), (4) and more
accurate equations of A. I. Tselikov (1), (2), shows that
these areas are almost exactly the same: their maximum
difference is no more than 5 %. Therefore, the simplified
formulas are equivalent to the accuracy of determining
the value of the normal contact stress.

Beginning

ﬁput ofhy, hy, D, f, k, kg, ky, &, E,,|
|
Ah=hy-h,
l
I, = \(DI2)-Bh
I
Ax=1,/k
|

| |
| |
| |
S 2f;,,/z.\h |
| |
| |

|

Calculatmn hy by the
formula 9

—=

‘ h, = hy + Ah-Ax-i / I,

[
N

{  he-h<o E
| Yes

l Pio = (ko / 5)[(6a"8 - 1)-(ha / 0 +1]
I

I
/ Output of P,y , P;; /

4 i-k|=D .

Yes

Figure 1 — A block-scheme of calculation of contact stresses
during longitudinal rolling of the strips

l Pry = (ko / B) (8¢5 + 1)-(hy 1 Ry -1]
T

At the same time, the simplification conducted during
the derivation of the differential equation of equilibrium
leads to relatively simple formulas, taking into account
the change in the forced yield strength, both by the law of
a straight line and parabolic law.

5 Discussion

From the above epures, it is noticeable (Table 2) that
the maximum difference of their areas by the straight-line
law of change of the forced yield strength in the defor-
mation center reaches 29 %, and 43 % by the parabolic
law, especially in the first passes, when the metal is in-
tensively hardened.

Based on the analysis of the contact stress epures, it
can be concluded that the most accurate calculation of the
total metal pressure on the rolls during cold rolling is
possible only when the formulas used to consider the
change in the forced yield strength in the deformation
center by the law of a straight line or the parabolic law.

In this case, the straight-line law of change of the
forced yield strength can be used with small compres-
sions. In other cases, such formulas, which take into ac-
count the change in the forced yield strength by parabolic
law, should be used.
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the direction of rolling

Px, MMa

first pass second pass
%
i %
%
o h‘““l‘.‘.
o “m
H a 12 16 F.

The number of intersection of the deformation cenire

fourth pass
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a‘ 1410
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eleventh pass

Px, MNa
n
]

o a a 12 16 =

The number of intersection of the deformation centre

% _ By the formulas (]-2); @ - By the formulas(3—4); M - By the formwulas { 5-6);
A - By the formulas (7-8)

Figure 3 — Epures of normal contact stresses in the passes of a reverse rolling mill 1680

Table 2 — The areas of the normal contact stress epures according to Figure 3

Pass Epure area, mm?, obtained by the formu- | The relative difference of the areas of the
las: epures in %, obtained by the formulas

1.2 | B.4 | 5).6) | (1N.@®) | (1)@ | (3.4 | (5.6) | (7).(8)
I 2346.6 | 2258.6 | 3020.8 | 3361.7 0.00 -3.75 28.73 43.26
11 6629.3 | 6587.5 | 6998.3 | 7334.0 0.00 -0.63 5.57 10.63
v 8871.8 | 8829.4 | 8956.2 | 9143.6 0.00 -0.48 0.95 3.06
XI 13548.9 | 13487.1 | 13566.5 | 13573.0 0.00 -0.46 0.13 0.18

6 Conclusions

The algorithm, the block-diagram and the computer
program of calculation of normal contact stresses in the
deformation center during cold rolling of the strips at the
reverse mill 1680 PJSC “Zaporizhstal” have been devel-
oped with the help of Mathcad Prime 5 software com-
plex. The results of the calculations coincide with the
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Yuc/I0BHii eKCIIEPUMEHT 3 PO3PAXYHKY HOPMAJILHHUX KOHTAKTHHUX HANPYKEHb
B ocepeaKy aedopmailii npu NpoKATyBaHHI IITA0
Sprymenxo O. B.1, TIpouenko B. M.%, Boumapenko 0. B.Y, Kupuuenko O. I, ITinr ®. 1.2

! 3anopispkuil HaioHanbHui yHiBepcuteT, np. CoGopruii, 226, 69006, M. 3anopixoks, Ykpaina;
2TOB «Dymssaup Canrciny, Oyxoy, Oymssaup, Kurait

AHoTauis. Y CTaTTi PO3TIISIHYTO MOXKIJIMBOCTI 3aCTOCYBaHHs porpamHoro komiuiekcy “MathCAD Prime 57 mst
PO3paxyHKy HOPMaJIbHUX KOHTAKTHUX HAaIpyKeHb B ocepenKy nedopmariii mpu XooJHOMy IpoKaTyBaHHI mTab. Po-
3po0JIEHO aNrOpUTM, ONOK-CXEMY 1 KOMIT IOTEPHY MIPOTpaMy PO3paxyHKy HOPMAaJIbHUX KOHTaKTHUX HANpYXEHb ITi[
yac MpokaTyBaHHs mTad Ha peBepcuBHOMY cTaHi 1680 I[TAT «Meramypriitauit koMOiHaT «3anopixcTanby. [1obymo-
BaHO CMIOPH 1 BUKOHAHO MOPIBHUIBHUI aHaNi3 GOpPMYJI, IO BUKOPUCTOBYIOTh AJISI pO3PaxXyHKiB HOpMATbHUX KOHTA-
KTHHX HampyXeHb B ocepenky nedopmartii. Po3paxyHKoBi JaHi, OTpUMaHi 3a JOMOMOTOI0 IPOrPaMHOTO KOMILIEKCY
“Mathcad Prime 5, cniBnasaroTh 3 JiTepaTypHUMA JaHUMH, [0 BH3HAYAE TPAKTUYHY 3HAYMMICTH OTPUMAaHHX pe-
3yJIBTATIB I HAYKOBO-JOCIIIHOT Ta MPOEKTHO-KOHCTPYKTOPCHKOT poOiT. I'pyHTyrOUNCh Ha aHaNi3i emop KOHTaKT-
HHX Halpy»eHb, MOXHA 3pOOUTH BUCHOBOK, 110 HAHTOYHIIINHA PO3PAXyHOK 3arajlbHOTO TUCKY METaly Ha BAJIKH IIif
4ac XOJIOJHOTO MPOKAaTyBaHHS PEali3yeThCsl y BHIAIKY, KOJNH (OPMYJIH, SKI BU3HAYalOTh MaTeMaTHYHY MOJIEIb,
YPaxoBYIOTh 3MIHIOBaHHS BHMYIIEHOI MEXi TEKydOCTi B ocepelKy nedopmarliii 3a npsaMoiiHiitHuM abo mapabomid-
HUM 3aKoHaMu. [Ipu 1iboMy NpSMONIHIHHHUN 3aKOH 3MIHIOBaHHS BUMYIICHOI MEXi TEKy4OCTi MOXKe OyTH BHUKOPHCTa-
HUH JIMIIe A7 BUMAJAKY HMOPIBHSHO HEBENUKHX OOTHCHEHb. Y IHIIMX BHIIAJKax HEOOXiIHO BHKOPHUCTOBYBATH (op-
MYJIH, IO BPaXxOBYIOTh 3MiHIOBaHHSI BUMYIIIEHOT MeXi TEKy4JOCTi 3a HapaboJIidTHIM 3aKOHOM.

KiouoBi cjioBa: X0J07HE TPOKATKyBaHHS INTad, HOpMalbHE KOHTAKTHE HANpY>KEHHS, OCepeloK aedopmarii,
KOMIT IOTepHa Iporpama, BUMYILICHA MeKa TeKy4OCTi.
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Abstract. The current research was carried out using ANSYS to optimize the process parameters for the ring roll-
ing process. In order to optimize the ring rolling process, parameters such as speed, axial roller feed, and driving roll-
ers have been assessed. As a process optimization approach, the optimum values of the parameters and their relation-
ships need to be evaluated. The stress and strain levels were evaluated at various speeds and forces and the critical
failure values were determined. The structural steel and aluminum alloys were chosen for this research because they
are used as a roller and job part components in the solid wheels for locomotive applications, respectively. The study
was conducted by varying the guide roller's angular velocity from 40 to 45 rad/sec and varying the work piece’s an-
gular velocity from 200 to 250 rad/sec. Additionally, the work part and roller’s fatigue strengths were determined
based on the number of cycles before failure. To evaluate the stresses of plastic strain and von failures, the full stress

analysis was also performed.

Keywords: roller, ANSY'S, workpiece, plastic strain, von Misses stress, metal alloy.

1 Introduction

Rolling is a continuous metal shaping between a series
of spinning or rotating rolls, whose shape or height is
gradually decreased to produce the desired segment by
applying strong plastic deformation pressures. It is the
method of thickness reduction which reduces the length
without significantly increasing the width. The ring roll-
ing method can be carried out at high temperature (hot) or
at ambient temperature (cold) with the product initially.
Ring rolling is an innovative technique in the develop-
ment of smooth rings of elastic cross-sectional form,
enhanced grain structure, and reduced scrap. The ring is
formed by a local continuum rolling method as shown in
the figure from an initial void, incrementally from a small
diameter and thick section to a wide diameter and thin
section. In the area of metal plastic manufacturing, re-
search and development of ring rolling techniques with
rings complicated in form or wide in length or with high
precision have become an important topic. Because of the
process's nature and strong nonlinearity, it is difficult to
describe the process correctly by analytical methods
alone. Although quantitative explanations are appropriate
for the system they are being based on, findings are chal-
lenging to extrapolate accurately. The finite element ap-
proach for researching and developing innovative ring
rolling techniques is, therefore, inspired [1]. Developing a

realistic 3D finite-element ring rolling model has become
an urgent issue, and the problem of how to properly mon-
itor guide rolls is one of the key issues in achieving a
good 3D finite-element ring rolling simulation, particular-
ly for rings that are complicated in shape or wide in size
or with high precision [2].

2 Literature Review

Some journal papers were selectively studied which
have direct relevance with the current research work and
their results are discussed here.

Yu-Min Zhao explained ring rolling as an advanced
technique of plastic forming used in the production of
precise seamless rings. The rolling ratio is a decisive
parameter for the rolling process as it determines the
blank dimension, reflects the degree of ring deformation
and influences the results of the forming. Nonetheless,
the importance of rolling is always overlooked. In this
paper, the impact of the rolling ratio on the rolling of the
groove-section profile circle is explored. The relation-
ships between rolling ratio and blank length, rolling ratio
and degree of ring deformation are theoretically analyzed
and a rolling ratio conceptual quality array is proposed
[3].- Then the influences of the rolling ratio on the form-
ing results are revealed with the simulation of finite ele-
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ments. A fair quality scope of the rolling ratio is calculat-
ed based on comparison and observational validation.

To simulate the non-linear problem that characterizes
the ring rolling process, finite element codes are available
[4]. The analysis is done using ANSYS. The parameters
including speed, axial roller feed, and driving rollers were
analyzed from the study [5]. The optimal relationship
between the process parameters is identified from the
analysis. The stress and strain values are generated at
different speeds. Critical and failure values are also ob-
tained. The research was carried out for structural steel
and aluminum as the workpiece, taking the characteristics
of the metal into the account [6].

3 Research Methodology

3.1 Process of ring rolling

The design scheme of the ring rolling process is pre-
sented in Figure 1.

/ ) T Driving ol
X

Gude roll

Figure 1 — The ring rolling process

Two rollers that rotate in the opposite direction are fed
in the ring rolling material. The gap between the rollers is
lower than the material thickness caused by deformation.
It is caused to elongate due to reduced material thickness.
Material-roller resistance induced the material to move
[2]. The volume of deformation in a single pass is limited
by roller friction. If the thickness varies, rollers can be
slipped. Certain procedures such as shearing, flattening
and punching are to be completed before the ring rolling
process in order to generate the final product. Shearing is
the method of removing a necessary blank from the stock.
Flattening is a method of adding sufficient force to reduce
the height of the original element [5]. Eventually, the
punch and dies design creates a gap in the part [7]. The
processing of ring rolling is given in Figure 2

3.2 Typical Ring Rolling Products

Rolled rings find application in bearings, slewing bear-
ings, turbine disks and gear blanks [8]. Ring rolling ma-
chines are also used in producing solid wheels and wheel
disks for high-speed trains, locomotives, railway carriag-
es, trams, and subway trains. More examples of the var-
ied uses of ring rolling items includes bevel gear and axle
drive wheels for the automotive industry, transmission
manufacturing, turbine manufacturing (turbine disks for
plane propulsion engines), flanges in the computer and
plant construction industry, rings for tower flanges (in
off-shore wind turbines) and roller bearings (cold spin-

ning) [9].

YELLOW ARROWS
REPRESENT
DIRECTION OF
ROTATION/MOVEMENT |

DRIVEN
ROLI

IDLER
ROLL

EDGING
ROLI

WORKPIECE

EDGING
ROLI

Figure 2 — The process of ring rolling

3.3 Analytical description of ring rolling

Kalpak Jian and Schmidt’s flat rolling analysis is ex-
tended to the process of ring rolling [9]. Process parame-
ters are defined as given in Figure 3.

Figure 3 — Description of the ring rolling process

The parameters used in the analysis are di — inner di-
ameter; do, — outer diameter; d; — roll diameter; dn — man-
drel diameter; n, — roller rotational speed; n, — ring rota-
tional speed; v, — advance velocity of the mandrel.

The first relationship to be developed is the dependen-
cy by volume preservation between cross-sectional thick-
ness and diameter. The plain strain is presumed in this
situation, therefore there is no strain in the width direc-
tion.

The main geometric dependencies are based on the fol-
lowing requirement of the constant volume:

n(do? — di¥)W/4 = z(d %0 — d % g)W/4;
di = [do® - (d %0 — d%0)]"2. @

Therefore, the internal diameter relies on the external
diameter and the actual empty volume as determined
from the initial measurements of the circle. The next step
in the analysis is to provide equivalence to the process of
flat rolling by equating the contact lengths between the
material and the roll or mandrel. This analysis targets
defining the equivalent diameter of a flat rolling process
roll to represent the more complex curvilinear ring roll.
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A result for the forming roll which undergoes convex-
convex contact is given by

Oreq = dr/[1 + 2di/(do,0 + do)]. )

Therefore, the corresponding flat rolling size is less
than the true diameter of the greater convex-convex touch
roll. Similarly, the diameter of a mandrel is given by

Ameq = dn/[1 — 2du/(dio + di)]. 3)

The conversion of the convex-concave touch of the
mandrel to the inner ring surface leads the corresponding
flat roll size to increase than convex-flat contact for plain
rolling. Now that the rolling phase of the circle has been
converted into flat rolling, the draft issue needs to be
addressed [10]. The draft is defined as the reduction of
rolling height. The initial and final heights were inde-
pendent of the rolling system itself for flat rolling. In-ring
rolling, though, the heights of entry and exit are com-
bined as the height of exit in one rotation becomes the
height of entry for the next rotation. This coupling effect
can be given in terms of the advance mandrel speed and
the system's rotational speed [11]. When we consider the
advanced instantaneous velocity va = dn/di, and if the
velocity of the mandrel is unchanged, the height shift in a
single revolution can be interpreted as a finite difference
Va = (h1 — hy)/ty, the period for a single rotation is deter-
mined from the ring and roll size and rotational velocity:
tr = 60/ny,1 = 60zd/v1 ~ 60zd/n; = 60do/(drny).

Therefore, the height change can be described as

hl - h2 = 60d0Va/(drnr) (4)

The h; and h; reflect the heights inside and outside the
rolling area and the stress applied to the ring segment is
proportional to the original sectional size, as there is no
rotational annealing process. When we consider the peak
draft state as the point of equilibrium of frictional and
natural forces in the direction of rolling, a total approval
angle for flat rolling can be given [12]. This condition is
shown in Figure 4, where F, describes the normal force
against the piece of work and F; the tangential frictional
force to the move.

Figure 4 — Force balancing at critical rolling height

The following force component constraint must be
considered in order to pull the material into the process:

F: cosa > F sing;
Fi= ,UFn >Fy tga; (5)
u >tga.

If we assume that the rolling radius exceeds the change
in height (large rolling assumption),

tga = sina = (ANR)YZ; Ahpax = 47R. (6)

This analysis is summarized in [4]. Setting these max-
imum drafts in the following relationship

Ahpax = ,Uzdrlz = 60d0Vamax/(drnr);
Vamax = ﬂzdrznr/(lzodo) (7)

Therefore, to maintain the rotation of the ring during
rolling, an upper limit is established on the prescribed
mandrel advance velocity [2].

3.4 Numerical simulation

Figure 6 describes the modeling of ring rolling that in-
cludes workpiece, mandrel, and roller guide. Modeling is
done using solids works and the mesh analysis is done in
ANSYS. Wire modeling and meshing of ring rolling are
given in Figure 5. The mesh domain is created for quality
analysis.

Finite Element Analysis (FEA) is performed using the
FEA software package called ANSYS. The computer
package introduces and solves the formulas that control
the action of elements. The material used for the process
is Aluminum 6061 alloy [12]. The material properties are
provided in Table 1.

The pressure of the roller against the workpiece could
be either increased or decreased, based on the desired
shape of the workpiece [8].

The roller moves around the workpiece that is fixed at
the stationary state. The rotational speed of the roller is
40 rad/sec to get the desired dimensional output of the
workpiece.

0.00 150.00
75.00 225.00

300.00 {mm)

Figure 5 — The meshing of the ring rolling process
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Table 1 — Properties of Aluminum 6061 alloy

Density, kg/m® 2700
Brinell’s hardness 95

Rockwell hardness 40

Tangent modulus, MPa 1330
Ultimate tensile strength, MPa 310
Tensile yield strength, MPa 276
Young’s modulus, MPa 68.9
Ultimate bearing strength, MPa 607
Bearing yield strength, MPa 386
Poisson’s ratio 0.33
Fatigue strength, MPa 96.5
Shear modulus, MPa 26

Shear strength, MPa 207
Specific heat capacity, J/(kg-K) 896
Thermal conductivity, W/(m-K) 167
Elongation at break, % 12

4 Results

Rotational velocity is directly proportional to the time,
which means that when the velocity is increasing the time
taken for the process increases linearly. In this case, the
rotational acceleration is equal to 50 rad/s2.

From Figure 6 a, it can be observed that the maximum
and minimum static structural deformations for the pro-
cess are 5.96 nm. Figure 6 b describes the maximum
static structural equivalent stresses equal to 0.027 MPa.

Figure 7 a, b describes that deformations and stress in-
crease with an increase in time. It can be observed from
Figure 8 that the maximum static structural normal stress
for the process is equal to 19.8 kPa.
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500 75.00

00091202 .

B 00060355
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2500 T5.00
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Figure 6 — Total deformations (a) and von Mises
equivalent stresses (b)
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Figure 8 — Normal stresses

5 Conclusions

The finite element analysis is done by considering
aluminum 6061 alloys as workpiece material and struc-
tural steel as roller material in the ring rolling process.
The values of normal stress, von Misses stresses, and
strain energy are obtained. Fatigue power, mandrel life is
accomplished by considering the number of cycles it
could withstand. From the analysis, it is observed that
von Misses stress of the work material is below the actual
values. Workpiece strength is determined by changing the
velocity of idle role and workpiece.
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MopenoBaHHA Ta ONTUMI3ANIHUI PO3PAXYHOK NPOLECY NPOKATYBAHHS
Kijlenb 3 KOHCTPYKUIIHOI cTaJi cTaJi Ta AJIIOMiHi€BOIO CIIaBY
Tes I1. C., Kymap M. /1., Kpimna P., CpiniBacan M.

[HcTHTYT TexHOMOTIH Ta Hayk iM. [leiic, 523 272, M. Ourone, [Haist

AnoTanisi. [ToTouHi JOCTIKEHHST TPOBOAMIIICS 32 AOMOMOroI0 mporpamHoro komiuiekcy ANSYS st ontumi-
3alii mapameTpiB Mpolecy NpoKaTyBaHHS Kienb. I onTHUMi3amii mpolecy MpoKaTyBaHHs OyJH OIiHEHi Taki mapa-
METpH, SIK IMBUKICTh, OChOBA MOJ[a4a POJIMKA 1 MapaMeTpu MPUBOJHUX PONHKIB. SIK MiaXix 1o ontumizamii mporecy
OyJI0O OI[iHEHO ONTUMANbHI 3HAYEHHS MapaMeTpiB Ta B3a€EMO3B’S3KM MK HUMH. llapamMerpu HampyKeHO-
neh)OPMOBAaHOTO CTaHy OLHIOBAJIMCH ISl Pi3HUX IIBHUAKOCTEH i CHJI, a TaKOXK BHU3HAYAIWChH BiJIOBIJHI 3HAYCHHS
KPUTHYHUX mapameTpiB. s mpoBeneHHs JOCIiKeHHsT Oy10 00paHO KOHCTPYKIiifHI cTalli Ta alnloMiHi€Bi CIUIaBy,
OCKIIbKM CaMe BOHHM BHKOPHCTOBYIOTHCS Ul BUTOTOBJICHHS (YHKIIIOHAIIBHUX €JEMEHTIB i faeraneil komic. locoi-
JUKSHHSI TIPOBOMIIOCH IIITXOM 3MiHHM KYTOBOI IIBHUIKOCTI HAIPABIISIOYOr0 poiuka y miana3oni Big 40 mo 45 pan/c i
3MiHM KyTOBOI IIBHIKOCTI Jetani y miara3oui Bix 200 no 250 pan/c. KpiM 11poro, BToMHA Mil[HICTh POOOYHMX YaCTHH
MIPHUCTPOIO BU3HAYANAcs Ha OCHOBI aHANi3y KUTBKOCTI IIMKIIIB HaBaHTXEHHs 10 BiMoBH. Takox Oyio mpoaHami3o-
BaHO HAIPY>KEHHS 1 TUNIACTUYHI Tedopmariii.

KuarouoBi cioBa: Bammuk, ANSYS, 3aroToBka, miacTuuHi aedopmanii, eKBiBaleHTHEe HamlpyxkeHHs 3a [yOepowm-
Mizecom-I'enku, MeTaneBuii cuias.

E 40 MECHANICAL ENGINEERING: Computational Mechanics



JOURNAL OF ENGINEERING SCIENCES
KYPHAJ IHHKEHEPHUX HAYK

KYPHAJI HHJKEHEPHBIX HAYK

DOI: 10.21272/jes.2019.6(2).e7

=

Web site: http://jes.sumdu.edu.ua i
Volume 6, Issue 2 (2019) o

Airplane Waste Disposal System Tank Designing Using Numerical Simulation

and Experimental Bench Results
Medvediev S. V.'*, Lantin D. H.2

L ANTONOV State Enterprise, 1 Academic Tupolev St., 03062 Kyiv, Ukraine;
2United Interiors International, LLC, 2535 Seabrook Island Rd., Johns Island, SC 29455, USA

Article info:

Paper received:

The final version of the paper received:
Paper accepted online:

March 22, 2019
December 7, 2019
December 12, 2019

“Corresponding Author’s Address:
s.medvedev.v@gmail.com

Abstract. Modern passenger aircraft cannot be considered without the requirements to ensure the safety and
comfort of passengers on board. One of the systems that provide the necessary comfort on the plane is the waste
disposal system, which is designed to meet the physiological needs of the human body. Today, a promising waste
disposal system type is a vacuum principle of operation. The vacuum-type waste disposal system is a combination of
complex multifunctional subsystems: waste collection, waste storage, vacuumization, drain and flush, system control.
Such systems development, consisting of devices, based on heterogeneous physical principles of operation, is a
complex scientific and technical problem associated with the conduct of diverse applied research in the field of
design, development and targeted use of the system. One main system element is a waste storage tank. An important
step in the tank design is to determine its weight and size characteristics in the early stages of development. These
characteristics are significantly influenced by the tank filling process, which also determines the placement of
equipment in it. The aim of the work presented in the article is to study the tank filling process with the help of

numerical simulation methods.

Keywords: vacuum, waste tank, design, experimental bench.

1 Introduction

Modern design (creation) of any system onboard an
aircraft is a complex, multifactor, branch task to finding
the optimal ratio of parameters [1], in which the main
criteria are the safety and passengers’ comfort on board.

One of the systems providing the necessary
comfortable conditions on board the aircraft is a waste
disposal system, which is designed to meet the
physiological needs of the human body.

Today, a promising type of waste disposal system is a
vacuum principle of operation, in which one of the main
elements of the system is a waste storage tank. An
important step in the design of the system and the waste
storage tank is the determination of its characteristics in
the early design stages.

2 Literature Review

The development of vacuum systems on civil aviation
aircraft began its history from the mid-70s of the
twentieth century. So, in 1975, inventor James Kemper
patented a vacuum waste disposal system, the principle
which is used today on modern passenger aircraft.

The vacuum toilet was first installed on Boeing aircraft
in 1982.

From now on the vacuum waste removal system
becomes popular and promising on airplanes.
Improvements and development of new equipment for
vacuum systems lead to the creation of more advanced
systems, such as the “Revolutionary” vacuum toilet by
Zodiac Water and Waste Aero Systems. Further
development of vacuum waste removal systems is used
not only on aircraft but also in the entire transport
industry.

In the CIS, the Research Institute of Standardization
and Unification (RISU) was engaged in vacuum waste
disposal systems. Research and development of a
vacuum-type waste disposal system were carried out for
the Tu-334 aircraft.

A simplified aircraft vacuum waste disposal system
diagram is shown in Figure 1. The main elements of the
system are waste receptacle (toilet bowl unit) 1, waste
disposal pipeline 2, waste storage tank 3 (with waste
braking device installed at the inlet and dehumidification
device at the tank outlet), vacuumization subsystem
(vacuum generator 5, vacuum pipelines 4).

The principle system operation is as follows: when a
difference in air pressure occurs between the cavity of the
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waste storage tank and the passenger cabin, the waste
from receiver 1 through waste disposal pipe 2 is moved to
tank 3, where it should be stored until the end of the
flight. On the ground, the air pressure drop is created by a
vacuum pump (vacuum generator). The flight uses a
natural air pressure drop between the atmosphere and the
passenger cabin.

-

Germocabin

-

Figure 1— Design scheme of an aircraft vacuum system

Atmosphere

The waste storage tank is one of the key system
elements [2, 3]. When designing the tank and determining
its required volume, you must perform:

— determine the maximum amount of waste to be
stored in the tank;

— determine the device configuration of waste braking
when it enters the tank;

— determine the configuration of the dehumidification
device;

—explore the process of filling the tank with waste
(gas-dynamic calculation);

— perform a strength calculation of the tank and the
whole system.

One of the important requirements that arise when
developing a waste disposal system is the tightness
requirement. The system tightness is caused not only by
the tightness of the pipeline joints network but also by the
requirement to preserve the waste in the tank without
further movement through the vacuumization subsystem.
If the developed system design does not comply with this
requirement, the following negative consequences may
occur:

— formation of significant ice formations on the aircraft
outer surface at the exit point of the vacuumization
pipelines, which, after detachment, may damage the
aircraft structure;

— vacuum generator breakdown;

— entering the waste on the airfield during a stop leads
to the imposition of significant fines by the airport
authority.

Despite recent research in this area, some aspects of
system development have not been fully resolved. The
development of methods for calculating the main
characteristics of the waste tank basically remains the
prerogative of aircraft manufacturers and firms

developing specialized equipment for aircraft and was not
published in the open press.

The information presented in the literature regarding
methods for calculating vacuum systems [4-14] does not
allow one to determine the necessary characteristics of
the system and the waste tank. In this regard, the
development of methods for designing and calculating
the waste disposal system, as well as its individual
elements, particularly, the waste storage tank is an
important task.

At the stage of research work, when conducting full-
scale tests is extremely difficult and requires significant
costs, the actual task is to determine the volume of the
tank, which is necessary for storing a given amount of
waste, as well as its configuration taking into account the
zonal  equipment  distribution in  the aircraft
compartments. The required tank volume largely depends
on the filling process, the study of which is presented
below.

3 Research Methodology

3.1 Waste storage tank filling processes
investigation using numerical modeling

In the study of the tank filling process using numerical
simulation methods [15-19], ANSYS CFX software was
used.

The object of the study is a waste storage tank
designed for the An-148-100 passenger aircraft. The
appearance of the tank is shown in Figure 2.

Initial data:

— maximum tank diameter dmax = 521 mm;

—tank length L = 828 mm;

— pressure in the tank after turning off the vacuum
generator Penk = 0.51531 kgf / cm?;

— cabin pressure Pesp = 1.03-10° Pa.

The three-dimensional model of the tank is made using
the software NX 8.5.

Figure 2 — Antonov-148-100 aircraft waste storage tank model

The computational grid was constructed using the
ICEM software package. The volume of the tank is
broken by an unstructured tetrahedron grid using the
Robust (octree) method, Figure 3. The maximum mesh
element in the tank volume was 20 mm, for entry and exit
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7 mm, with a tank volume of 140 | and input/output
diameter 50 mm, respectively. The number of design
elements was 5.5 million.

A two-phase air-water medium separated by a free
surface is considered. The air is presented as an ideal gas
SST turbulence model.

Figure 3 — Calculated waste tank mesh

The flow was modeled in a non-stationary setting
(Transient). The simulation time of the tank filling
process is about 1.0 s and includes the following stages of
the system unit’s operation: the vacuum generator starts,
the waste receiver flap opening, the ingress of a portion
of water into the tank, the flap closing.

At the initial moment of time in the tank, there is a
certain water level, the height of the column of which is
equal to yn (Figure 4).

The initial values of the velocity vector are 0 m/s. The
initial pressure value is set by the Py functions, which
are determined by the function:

Pyref = {P)(w ) with y < y h Pjin with y = y;h

where Pi, = 1.03-10° Pa — air pressure; Py — water
pressure determined using the following function:

k
B, =Py + (g — )+ 1000 [—g] .5

m?3

Figure 4 — Tank water level at the initial time

The initial temperature of both phases is t = 22 ° C.
The volume coefficient content of each phase in the
computational domain is determined through the function
WVF:

WVF air = {Owith ¥y < y;h 1withy = yh
WVF water = 1 - WVF air

The first studies showed that the stability of the
calculation is ensured with a time step of 1.0 ms or less.

Visualization of vacuum creating process in a tank at a
height of waste level y, = 400 mm shown in Figures 5-8.

Investigation of the creating vacuum process revealed
that separation of particles of water (waste) is due to the
high air velocity in the gap between the free surface and
the tank housing.

Figure 5 — Initial time

Figure 6 — After vacuum generator switching
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Figure 7 — The beginning of separation formation

When reducing the cross-sectional area of this gap,
associated with an increase in the level of waste in the
tank, the separation process occurs with greater intensity.

The results of the numerical tank filling process
simulation made it possible to determine the dependence
of the volumetric water content coefficient in the outlet
pipeline on various values of the initial water level in the
tank. The results of the calculations are presented in
Table 1.

Table 1 —The result of a numerical study of the filling process

Yh, Mm Water volume fraction
500 0.009
450 0.018
400 0.002
371 0.004
350 1.052-10°
300 3.880-107

Figure 9 shows the volumetric content of water that
enters the pipelines of the vacuumization subsystem
depending on the thickness of the air gap above the
water.

0,015

T

| Tt

D - ¥y, mm

Figure 9 — Percentage of water fraction from the change
in the height of the water column

Figure 8 — The moment after vacuum generator turning off

3.2 The hydraulic processes research
experimental bench of filling the waste
storage tank

For carrying out field tests, a functional stand was
developed, for which a special waste tank was designed.

A stand schematic diagram is shown in Figure 10. The
stand consists of the following units:

1 — waste receptacle;

2 — splitter valve;

3 — damper;

4 — valve control unit;

5 — flush button;

6 — system management controller;

7 — waste storage tank;

8 — tank level sensor ¥%4";

9 — sensor level 100 % tank;

10 — separator;

11 — waste dispenser;

12 — waste discharge valve;

13 — vacuum generator,;

14 — starting relay of vacuum generator;

15 — waste disposal pipeline;

16 — vacuum pipe (the material is plexiglass);

17 — personal computer;

18 — power supply.

An experimental tank 7 is made based on a regular
tank and has differences in terms of the presence of built-
in observation windows, to ensure control and monitoring
of the experiment process. The vacuum system pipe 16,
which connects the tank with the vacuum generator, is
made of transparent Plexiglas for visual observation.

For the tests, an experiment plan was developed,
allowing a comprehensive assessment of the tank’s
capabilities and its characteristics in terms of filling,
assessment of sensor placement and tank spray nozzles,
waste diverter efficiency, complete removal (draining) of
waste from the tank. The tests were carried out in two
stages: at the first stage, the testing of filling processes
was carried out with the help of a working medium -
water. In the second stage, the tests were carried out with
the help of a working environment — a waste simulator.

Figure 10 shows the assembled stand on which the
experimental part of the work was carried out.
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Figure 10 — Experimental bench schematic diagram

4 Results and Discussion

According to the results of numerical simulation
(Figure 9), the maximum level of waste at which the
separation of the fraction from the surface begins to occur
is ynh = 371 mm (which corresponds to an air gap height of
150 mm).

These numerical results are used to calculate the
required tank volume.

The test results carried out on the stand showed that up
to the height of the air gap of about 150 mm and more
visual signs of water ingress, waste and their traces on the
walls of the vacuum system pipeline are not observed.

5 Conclusions

The compiled computational model of the filling
processes the waste storage tank using the software
Ansys CFX adequately describes the hydraulic processes
in the tank, which is confirmed by evidenced full-scale
tests.

Studies of the filling process have shown that the
waste gets into the vacuum main due to an increase in air
velocity now of creating a vacuum while reducing the
gap between the waste surface and the tank body.

The dependences of the amount of water leaving the
tank on the change in the height of the air gap are

determined, and the maximum level of waste at which
separation begins to occur fraction from the surface.

The obtained numerical method results showed the
possibility and necessity of using the software Ansys
CFX in the design work on the tank creation for the waste
disposal system.

The waste disposal system tank test bench has been
developed for conducting a physical experiment.

When comparing the results of a physical experiment
and a numerical study, it was established that they
provide the stated requirements for the tank.

With this tank configuration and its positioning
(horizontal installation of the tank) in the aircraft to
prevent the fraction of water from the tank from entering
the atmosphere, 43% of the space above the tank waste
surface should remain free in case.
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IIpoexTyBaHHA 0aKy Ui CHCTeMH BHIAJTEHHS BiAX0IB JiTaKka 3 BUKOPUCTAHHAM MeTOAiIB
YHMCJI0BOI0 MOJEJIOBAHHA i pe3y/ibTATIB CTEHI0BUX BUNIPOOYBAHb
Mensenes C. B2, JlanTin /1.2

! Nepxapne mignpuemcteo «KAHTOHOBY, Byn. Axanemika Tynonesa, 1, 03062, m. Kuis, Ykpaina;
2TOB «IOwnaiiten Inrepiopc InTepuemy, Byn. Cibpyk Aiinena, 2535, Jlxonc Aiinenn, 29455, ITisnenna Kaponina, CIIIA

AnoTanisi. CyJacHUi macaXMpPChKUil JIiTak HEMOXJIMBO PO3risiaaTté 6e3 BUMOT LI0/I0 3a0e3nedyeHHs Oe3neKH i
koMpopTy mepeOyBaHHS TMacaxupiB Ha 6opry. OnHiero i3 cucTeM, o 3abe3nedye HeoOXiqHI KOMGOPTHI yMOBU B
niTaKy, € cucTeMa BHIAJCHHs BifixoaiB. Ha choroaHImIHiN 1eHbh NEPCIEKTUBHUM THIIOM CHCTEM BHIAJCHHS BiJIXOJIB
€ cucreMa BaKyyMHOro mnpuHmumy pii. CucTema BUTANeHHS BiAXOAIB IBOTO TUIY € CYKYIHICTIO CKIagHUX
OaraTopyHKI[IOHATBHAX IiJCHCTEM 300py BIIXOMIB, 30epiraHHs BiAXOJIB, BAKyyMYBaHHS, 3JTUBaHHS 1 IPOMUBAHHS
Ta yMpaBIiHHSA CHCTEMOIO. PO3pOOIICHHS TaKUX CHCTEM, IO CKJIAJAIOThCS 3 MPHCTPOIB, IO MPALOIOTh Ha Pi3HUX
¢bi3nyHuX npuHIMNAX (QyHKIIOHYBaHHS, € KOMIUIEKCHOI) HAyKOEMHOI MPOOJIEMO0, MOB’S3aHOI0 3 MPOBEICHHAM
PI3HOIIAHOBUX MPHUKJIAIHUX JOCIIDKEHb y 00JacTi MPOSKTYBaHH, PO3pOOIICHHS i IITbOBOTO 3aCTOCYBAHHS CHCTEM
nmaHoro tumy. OZHUM i3 OCHOBHHX €JIEMEHTIB CHCTEMH € 0ak 30epiraHHs BiIXo[iB. BaIuMBHM eramoMm mpu
NPOEKTyBaHHI 0aka € BU3HAYCHHs HOro MacorabapHTHHX XapaKTepPHUCTHUK Ha PaHHIX eramax po3poOneHHs. Ha mi
XapaKTepUCTHKU YHHHMCh BaroMHUil BIUIMB IPOIEC HAMOBHEHHS Oaka, SIKMH € BU3HAYAIBHUM 1 U1 PO3MiLICHHS
(YHKIIOHATBEHOTO 00NaqHAaHHS Y HHOMY. Y 3B’S3KY 3 BUINE3a3HAYCHUM, METOIO IIi€i CTATTi € JOCIIIKEHHS MPOIeCy
HAIlOBHEHHs 0aKa 3a JI0NOMOT0I0 METO/IiB YHCEIBHOTO MOJICIIIOBAHHS.

Konro4doBi coBa: BakyyMm, O6ak BiIXomiB, IPOEKTYBaHH, BUIIPOOYBaJIbHHUN CTEH].
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Abstract. The machining of a glass material is highly complicated due to its physical as well as chemical proper-
ties. The electrochemical discharge machining is an integrated hybrid machining process which has utilized to ma-
chining of conducting materials as well as high strength non-conducting materials having brittleness and high hard-
ness. In this research article, the electrochemical discharge machining experimental setup was built and fabricated for
machining of non-conducting materials. The electrochemical discharge machining process was applied for drilling on
soda-lime glass material. The experiments were done with reference to Taguchi Ly; orthogonal array approach and
scrutinized by utilizing the MINITAB 17 software. The machined depth and hole diameter results were inspected af-
ter electrochemical discharge drilling on soda-lime glass material with considering the machining conditions such as
voltage, electrolyte concentration, and rotation. The observation results showed that voltage is the major parameter
for machined depth and hole diameter followed by electrolyte concentration and rotation of tool electrode.

Keywords: electrochemical discharge machining, machined depth, hole diameter, Taguchi method, soda-lime glass.

1 Introduction

The machining technology is utilized to make the
high-quality product by changing shape, tolerance, di-
mensions and surface quality of the product. The ad-
vanced non-traditional technique is employed for machin-
ing of hard and brittle materials [1]. The electrochemical
discharge machining (ECDM) technique is combinations
of two manufacturing process viz. electrochemical ma-
chining process (ECM) and electro-discharge machining
(EDM) process [2]. The ECDM process is beneficial to
machined non-conducting materials by combined ma-
chining effect i.e. electric discharge and electrochemical
reaction process [3]. The ECDM machining technology
invented firstly by Kurafuji et al. in the year 1968 [4]. In
this process at higher machining voltage and higher elec-
trolyte concentration machining conditions can produce
micro holes with maximum precision [5]. The maximum
machining depth was achieved by using abrasive cutting
tools in the ECDM drilling process at the highest electro-
Iyte concentration and supply voltage [6]. In ECDM pro-
cess the mean stationary current-voltage characteristics
have mainly five notable regions such as instability re-
gion, thermodynamic and over the potential region, Ohm-
ic region, arc region and limiting current region [7]. In
the area of ECDM process, the many researchers utilized
NaOH as electrolyte medium, Tungsten carbide as cath-

ode tool electrode material and Graphite as anode tool
material [8]. The glass is the most important material for
engineering and medical field from the very long period
because of vast development in the glass industry. It has
very important properties such as high electrical resistivi-
ty, various reflective indices, homogeneity, high hard-
ness, non-porosity, durability, isotropy, temperature sta-
bility, high chemical and corrosion resistance, attractive
appearance, optical transparency and biocompatibility
[9].

In this research work the ECDM was designed and
fabricated which was used to machined soda-lime glass
material. The machined depth and hole diameter were
investigated with consideration of machining conditions
such as voltage, rotation of tool electrode, and electrolyte
concentration.

2 Research Methodology

2.1 Basic working principle and experimental
setup of ECDM

Figure 1 represents the basic working principle of the
ECDM process. In this process, a cathode, anode and
workpiece are immersed inside an aqueous electrolyte
medium.
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The size of the cathode tool is smaller than the anode
tool electrode. When D.C. voltage supply approx. 20 to
30 V applied between cathode and anode tool electrode
then electrolysis takes place. Then, oxygen bubbles and
Hydrogen gas bubbles are developed at the anode and
cathode. When the voltage is raised, the current rises and
a large number of bubbles formed a bubble layer around
the cathode and anode. The bubbles coalesce into a gas
film at the round surface of the cathode when voltage
utmost than the critical voltage. At that time the light
emission is seeing and electrical discharges take place.
The fabricated ECDM machining setup is shown in Fig-
ure 2.

DC Voltage Supply

Counter Electrode (+)
- Anode

//

Cathode Tool
Electrode (-) ™

y Electrolyte
Workpiece —|

Figure 2 — Experimental setup of ECDM

2.2 Experimental conditions

In this setup X, Y and Z axis movement was controlled
by manually using compound sliding (X and Y) and sin-
gle axis sliding (Z) mechanism. The workpiece was hold-
ing on fixture and fixture was placed on ECDM electro-
Iyte cell. The ECDM cell fixed on the X-Y axis com-
pound slide which was mounting on the machine table.
The cathode electrode was attached to the Z-axis sliding
table. The gravity feeding mechanism was used to move
workpiece in the upward direction during the ECDM
machining process. The cathode tool electrode was fixed
to stepper motor spindle and its speed is controlled with
Arduino Uno board through the computer. The D.C. volt-
age was given between the cathode tool and the anode
tool electrode [10]. The conically shaped cathode elec-
trode (gunmetal) having tooltip diameter 1 mm and in-

creased up to 3 mm diameter was utilized. The stainless
steel 416 was taken as the anode electrode having 15 mm
diameter. For the experimentation, KOH electrolyte
chemical was used and machining time is set to be 15
minutes for each experiment. The micro-hole was drilled
on 150x140x3 mm’ Soda-lime glass material plate by
using the ECDM process. The Taguchi L,; orthogonal
array method was applied during ECDM drilling. An
assortment of the design of experiments with reference to
the total degree of freedom required for an experiment. In
this experimental work selecting, three factors with three
levels and their two-way interactions taking into consid-
eration thus. The total degree of freedom is 18. Therefore,
for experimental work L,;, an orthogonal array was uti-
lized, which has 26 degrees of freedom. In this machining
process voltage, rotation and electrolyte concentrations
were taken as input machining factors with machined
depth and hole diameter were taken as output responses.
Table 1 indicates that input process parameters and their
individual levels [11].

Table 1 — Process parameters and their levels

. Levels
Factor Parameters Unit

1 2 3
\ Voltage \ 45 55 65
R Rotation speed rpm 15 30 50

El 1
C ectrolyte % | 05 | 10| 15
Concentration

The Table 2 shows that experimental results which in-
clude input process parameters and output responses. The
signal indicates the influence of each factor on the re-
sponse, while noise is the measure of the effect of devia-
tion as of average responses. S/N ratio is being contingent
on the nominal-the-better, lower-the-better, larger-the-
better criteria. The S/N ratio is selected based on the pre-
vious research work information and expertise. In current
experimental work, hole diameter was considered as
nominal is best because average hole diameter results
were taken into consideration and the targeted nominal
hole diameter is set for 2 mm. In the case of machined
depth larger-the-better criteria has been chosen. The S/N
ratio is evaluated by utilizing the following formula
shown in equations [12]:

1) for larger is better:

n
S/N =—-10log; 12% 1)
=1 Yi
2) for nominal is the best:
S/N =—10log; olo2) )

where o — standard deviation of the responses for all
noise factors for the given factor level combination. The
analysis of experimental results which is shown in
Table 2 was estimated with the MINITAB 17 software.

Microscopic images of experimental results are
presented in Figure 3.
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Table 2 — Taguchi L,; Orthogonal array and experimental results

No. Voltage, Rotation | Electrolyte Hole Machined
\" speed, concentra- | diameter, depth,
rpm tion, mm mm
90
1 45 15 05 0.70 0.05
2 45 15 10 1.06 0.08
3 45 15 15 1.20 0.10
4 45 30 05 1.02 0.07
5 45 30 10 1.13 0.08
6 45 30 15 1.18 0.10
7 45 50 05 1.15 0.08
8 45 50 10 1.21 0.11
9 45 50 15 1.28 0.10
10 55 15 05 1.52 0.09
11 55 15 10 1.58 0.13
12 55 15 15 1.70 0.18
13 55 30 05 1.50 0.11
14 55 30 10 1.62 0.14
15 55 30 15 1.75 0.19
16 55 50 05 1.55 0.12
17 55 50 10 1.60 0.16
18 55 50 15 1.74 0.20
19 65 15 05 1.64 0.15
20 65 15 10 1.81 0.17
21 65 15 15 1.92 0.24
22 65 30 05 1.61 0.14
23 65 30 10 1.77 0.26
24 65 30 15 1.95 0.25
25 65 50 05 1.58 0.17
26 65 50 10 1.88 0.28
27 65 50 15 2.02 0.32

Figure 3 — Microscopic images of experimental results

3 Results and Discussion

3.1 Effect on the machined depth

The rotary speed of tool electrode may possibly influ-
ence the efficiency, cutting ability and quality of machin-
ing performance [13, 14].

The voltage has utmost significant parameters during
the ECDM drilling process because it creates more sparks
energy when the voltage is increased. Consequently, it

increases the machined depth when increasing voltage.
Also, high electrolyte concentration raises chemical etch-
ing of glass which rises machining depth [7]. In this
study, the machining depth is raised when the applied
voltage rises from 45 to 65 V. This is due to the applied
voltage is primarily because of field emission law
[13,18].

Figure 4 shows the mean S/N ratios plot for machined
depth which indicates the effect of each parameter on
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machined depth. Figures 5—7 show surface plots for ma-
chined depth which indicates the influence of three dif-
ferent parameters viz. voltage, rotation and electrolyte

concentration on the machined depth output response.
The following figures exhibit the linear increase in volt-
age resulting in the increase in machined depth hence it is
the major parameter.

Main Effects Plot for SN ratios

Voltage Rotation Electrolyte Concentration
-10 | |
1
-1z
E]
E -13
i.
Z
% 14
3
= -15-
3
= 16
-17
-18
-19 - :
45 35 65 15 30 50 =] 10 15

Signal-fo-noise: Larger is belter

Figure 4 — Mean S/N ratios plot for machined depth

The mathematical model for machined depth was get-

ting through the MINITAB 17 software which is present-
ed as follows:

Machined..Depth=0.179 + (1.60V 2 +0.04R + -
+0.36C2 —6.42V —0.30R —8.68C) 1073 +
+(41.70VC +2.10RC—7.10VR) 10~ .

The ANOVA table (Table 3) shows the P-value of
voltage, the concentration of electrolyte and rotation is
smaller than 0.05 therefore, is it most significant parame-
ters. The value of R-squared is 90.2 %. The Pred. R-
squared of 82.1 % is in reasonably similar to the Adj. R-
squared of 87.2 %. The response table 4 reveals the aver-
age of each output response characteristic for each level
of each factor. The ranks and delta values showed that
voltage has the maximum effect on machined depth and
is followed by electrolyte concentration and rotation.

Table 3 — ANOVA table for machined depth

Source | DF | AdjSS Adj MS Fvalue | P value
Voltage 2 0.0816 0.0408 64.35 0.000
Electro- 2 0.0277 0.0135 21.85 0.000
lyte conc.

Rotation 2 0.0069 0.0034 541 0.013
Error 20 | 0.0127 0.0006 - -
Total 26 | 0.1288 - -
S R-sq. R-sq. (adj.) R-sq. (pred.)
0.025 90.2 % 87.2 % 82.1 %
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Figure 5 — Surface plot for machined depth
vs. voltage, electrolyte concentration
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Figure 6 — Surface plot for machined depth
vs. voltage, rotation
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Figure 7 — Surface plot for machined depth
vs. rotation, electrolyte concentration
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Table 4 — Response table for S/N ratios of machined depth

El 1
Voltage, ectro }{te Rotation,
Level concentration,
v rpm
%

1 -21.6 -19.8 —18.4

2 -17.0 -16.9 -174

3 -13.5 -15.3 -16.2
Delta 8.1 4.5 2.2
Rank 1 2 3

3.2 Effect on hole diameter

When voltage and electrolyte concentration raises
then hole diameter also rises. Thus, voltage and electro-
Iyte concentration are the utmost important parameters
for hole diameter during ECDM drilling process [15, 16].
Figure 8 shows the mean plot for hole diameter during
ECDM soda-lime glass drilling process which indicates
the effect of each parameter on hole diameter.

Voltage | Rotation | Electrolyte Concentration
18

L7

16

14

Mean of Means
i

L 5 65 15 L ) 5 10 15
Signai-fo-noise: Nominal is best

Figure 8 — Mean plot for hole diameter

Figures 9—11 show surface plots for hole diameter
which indicates the influence of three different parame-
ters viz. voltage, rotation and electrolyte concentration on
the hole diameter output response. The figure exhibits the
linear increase in voltage subsequent into linearly in-

creases in hole diameter, as a result, it is the major pa-
rameter.

ANOVA indicated that the total sum of squares of the
deviation is the same as the sum of the square of standard
deviation initiated by each input factor which is shown in
table 5 for hole diameter. The statistical consequence to
the output response is calculated by using the F-values
and P-values of ANOVA. If the P-value is lesser than
0.05 then the parameter is significant. The highest value F
shows the most significant parameter. The R-squared is
statistical measures of the intimacy of the data are to fit
the regression line. In this experimental study, attained
the value of R-squared is 95.78%. The Pred. R-squared of

92.30% is in reasonably similar with the Adj. R-squared
of 94.51%.
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Figure 9 — Surface plot for hole diameter
vs. voltage, electrolyte concentration
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vs. rotation, electrolyte concentration
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The F value is highest for the parameter of voltage Optimal ‘J*:_:a;;e Res-:g_:-nen Ellefiéol
therefore, it is the most significant parameter. The P value RO cu 650] 500) 1501
of voltage and electrolyte concentration is lower than —_— i L 20
0.05 as a result, it is most dominant parameters [17]. The = il
response Table 6 demonstrates the average of each output Composite
response characteristic for each level of each factor. The g
ranks and delta values showed that voltage has the high- Pt
est influence on hole diameter and is followed by electro-
lyte concentration and rotation. S 1
Machined B -
Table 5 — ANOVA table for hole diameter ”"’:""”’"
y=UJLZL
Source | DF | AdjSS | AdjMS | Fvalue | P value 5390t
Voltage | 2 | 2.3379 1.1690 194.80 | 0.000 —t— —
Electro- 2 | 0.3407 0.1704 28.38 0.000 i
lyte conc. Targ: 2.0
Rotation 2 0.0431 0.0216 3.59 0.046 d": (;;531’;
Error 20 | 0.1201 0.0060 - - '
Total 26 | 2.8418 - - -
S R-sq. R-sq. (adj.) R-sq. (pred.) Figure 12 — Response surface methodology optimization plot
0.077 95.8 % 94.5 % 9.3 9 for machined depth and hole diameter
Table 6 — Response table for hole diameter Table 7 — Confirmation test results
imal
Voltage, Electroly.te Rotation, Optima Output | Predicted | Exper. | Error,
Level concentration, parameters results results res %
v % pm Volt. | Conc. | Rot ] ] ”
1 1.1 1.4 1.4 Machined
5 16 15 15 depth, 0.31 0.29 7.6
3 1.8 1.6 16 65 15 50—t
Hole
Delta 0.7 0.3 0.1 diameter,| 194 | 205 | 538
Rank 1 2 3 mm

The mathematical model for hole diameter was getting
through the MINITAB 17 software which is presented as
follows:

Hole.Diameter =—6.047 + 0.2225V +0.01965R +

£0.0221C —0.001672v 2 +0.00008R2 — 0.0069¢2 — ¥
—0.00264VR +0.000450VC — 0.000179RC.

3.3 Confirmation tests

Confirmation test has been carried out to validate the
enhancement of performance characteristics while ECDM
of soda-lime glass material. The optimum parameters are
selected for the confirmation test from response surface
methodology optimization graph which is shown in
Figure 12. It can be seen that the overall performance of
the ECDM process for soda-lime glass material has been
improved which is shown in Table 7.
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AHaJi3 riiu0uHy i 1iaMeTpa oTBOPIB NPH eJ1eKTPOXiMiYHOMY 00p00JIEHHI CHIIIKATHOTO CKJIAa

[MaBap I1., Kymap A., bannas P.

HanionanpHuii TexHonoriyHui iHcTuTyT M. Dramieamnyp, 831014,m. xammennyk, mrat Jpxkapkxaun, [His

AHoTanisi. MexaHiuHa 00po0OKa CKISIHOTO MaTepiady € HaJ3BHYAHO BaXKKOIO 4epe3 Woro (i3uuHi Ta XiMidHi
BiacTUBOCTI. OOpOONEHHS ENeKTPOXIMIYHUM pO3PSAAOM € IHTErpoBaHMM TiOPHAHUM THPOIECOM OOpOOIEHHS
MPOBITHUX MaTepialliB, BUCOKOMIIIHUX HEMPOBITHMUX MaTepialiB 3 BHCOKOIO TBEPHICTIO 1 KPHUXKICTIO. Y LBOMY
JOCHI/DKEHHI CIPOEKTOBAaHA 1 BHTOTOBJEHA EKCIIEPUMEHTANbHA YCTAaHOBKA JJIsI MEXaHIYHOTO OOpOOJICHHS
HETPOBITHUX MaTepiaiiB eNeKTPOXIMIYHUM PO3psiaoM. EnekTpoXimMiuHMIA mporec 3aCTOCOBYETHCS UIS CBEpUTiHHSA
OTBOPIB Y CHJIIKATHOMY Matepiaii. EkcriepuMeHTr Oyiu MpoBEZCHI i3 3aCTOCYBaHHSIM OPTOrOHAJIBHOTO MAacUBY Loy
meroxy Tarydi Ta penizoBaHo y komm otepHiii nporpami MINITAB 17. Pe3ynbratn 00po0IeHUX eNeKTPOXiMIYHUM
€1ocoOoM TIMOMHH 1 JliaMeTpa OTBOPIB y CHIIIKATHOMY CKJIi IIEPEBIPSINCE 3 yPaxyBaHHIM TaKHMX YMOB OOpOOJICHHS
SIK Halpyra, KOHLIEHTpALlis eJIeKTPOJTy i yactoTa obepraHHs. Pe3ynbTaTd IOCITIIKEHb MMOKA3ald, 0 OCHOBHHM
mapaMeTpoM OTpPHMaHHsS HEOOXigHOI TIMOMHM 1 JiaMeTpa OOpOOIOBAaHOTO OTBOPY € Yy TMEpHly Hampyra.
KoHIeHTpallist eNeKTPOoNiTY 1 4YacToTa OOepTaHHS IHCTPYMEHTa € TaKOX BaXJIMBHMH, aje JApyropsgHUMHI
napamMeTpamu.

KirouoBi cioBa: enekrpoximiune oOpoOieHHs, 00poOioBaHa rinluHa, JiaMeTp oTBopy, Meros Tarydi, cuiikaTtHe
CKJIO.
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Abstract. Raw crude oils are mainly composed of various hydrocarbons while having trace amounts of corrosive
compounds such as sulphur compounds, naphthenic acids, and salts. In the existing research, there were expected to
investigate the impact of such corrosive properties on the corrosion of seven different types of ferrous metals. As the
methodology, the major corrosive properties of selected two different types of crude oils and the chemical composi-
tions of seven selected metal types were measured and analyzed by the standard methodologies and recommend in-
struments. The corrosion rates of such metals were determined by the relative weight loss method after certain im-
mersion time periods simultaneously with the microscopic analysis of corroded metal surfaces. In addition, the de-
cayed metallic elemental concentrations from metals into crude oils were analyzed by the atomic absorption spectros-
copy (AAS) and the impact of the corrosion on the initial hardness of metals were measured by the Vickers hardness
tester. As the results and outcomes of the entire research that there observed relatively lower corrosion rates from
stainless steels with at least 12 % of chromium and some amount of nickel, higher corrosive impact from salts on the
metallic corrosion, formations of FeS, Fe,03, corrosion cracks and pitting on the metal surfaces, decay of copper and
ferrous from some of metals sometimes in significantly and small reductions of the initial hardness of most of metals

due to the corrosion.

Keywords: raw crude oils, corrosive compounds, metals, weight loss, decay, corrosion.

1 Introduction

Raw crude oils are dominant earth resources that found
from the interior part of the earth that mostly composed
with various hydrocarbons since having less amounts of
some other compounds foremost of the corrosive com-
pounds [1-6]. According to the explanations of the phe-
nomenon of corrosion it is usually defined as the for-
mations of the relevant metal sulfides, oxides or hydrox-
ides on the metal surface as the result of either chemical
or electrochemical reaction on the metallic surfaces due
to the interactions of such metals either with some strong
oxidizing chemical compound or any system which is
composed with both water and oxygen. The corrosion
process may be quietly different with the conditions of
such corrosive compounds or the supportive conditions
such as the temperature [4—15].

According to the recently performed experiments and
literature reviews of the chemical engineering concepts
that there were speculated some significant impact from
various sulfur compounds such as sulfoxides, thiophenes,
hydrogen sulfides and also elemental sulfur in the most of
investigations under different conditions and the impact

of salts and organic acids also play a dominant back-
ground in the metallic corrosion [6—15].

In the existing research mainly, there were expected to
analyze the impact of elemental sulfur, Mercaptans, or-
ganic acids and salts of different types of selected crude
oils on the corrosion of seven different types of selected
ferrous metals which are widely used in the industry of
crude oils refining. The investigations were based on both
qualitatively and quantitatively analysis of the corrosion.

2 Research Methodology

According to the availability and the requirements of
the existing research two different types of crude oils
were selected for the experiments which are slightly dif-
ferent in their chemical compositions including corrosive
composites. Those are namely as Murban and Das Blend
also with the sulfur content Das Blend may have higher
amount of sulfur which is an important factor for the
corrosion. The elemental sulfur contents, Mercaptans
contents, organic acid contents and salt contents of both
crude oils were measured by the standard methods and
instruments as explained in Table 1.
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Table 1 — Analysis of the corrosive properties of crude oils

Property Method Readings
Sulfur content | Directly used the crude oil | Direct
samples to the XRF analyz- | reading
er
Acidity Each sample was dissolved | End point
in a mixture of toluene and
isopropyl and titrated with
potassium hydroxide
Mercaptans Each sample was dissolved | End point
content in sodium acetate and titrat-
ed with silver nitrate
Salt content Each sample was dissolved | Direct
in organic solvent and ex- | reading
posed to the cell of analyzer

By considering the applicability of the metals in the
industry of crude oil refining and the variability of the
chemical compositions of such metals seven different
types of metals were selected as the corrosion determina-
tion samples. The selected metals and some of their ap-
plications are given in the below:

—carbon steel (high) — transportation tubes, storage
tanks;

—carbon steel (medium) — storage tanks, transportation
tubes;

— carbon steel (mild steel) — storage tanks;

—410-MN: 1.8 420-MN: 2.8 (stainless steel) — heat
exchangers, pre-heaters;

—410-MN: 1.7 420-MN: 1.7 (stainless steel) — crude
distillation columns, pre-heaters;

—321-MN: 1.4 304-MN: 1.9 (stainless steel) — crude
distillation columns;

— Monel 400 — pre-heaters, heat exchangers, desalting
units.

The chemical compositions of such metals were tested
by the X-ray fluorescence detector. A batch of similar
sized metal coupons was prepared from such metal types
and the surfaces of such metal coupons were cleaned by
the isooctane and sand papers. The initial weight and the
dimensions of such metal coupons were measured by in
order of analytical balance and micrometer. The prepared
metal coupons have been shown in Figure 1.

| LB
@

Figure 1 — Prepared metal coupons for the experiment

The prepared metal coupons were immersed in beakers
which are filled with crude oils as three homogeneous
metal coupons in each crude oil container.

After 15 days immersion time period one metal cou-
pon from each crude oil container was taken out and the
corroded metal surfaces were observed through 400X
lens of an optical microscope. The corroded metal surfac-
es of such metal coupons were cleaned by the isooctane
and sand papers, and the final weight of each metal cou-
pon was measured by the analytical balance based on the
determinations of the corrosion rate of each metal coupon
by the weight loss method as discussed in the below
[9, 10]:

CR=W-k/(D-A-1), (1)

where CR — corrosion rate of metal piece; W — weight
loss due to the corrosion, g; k=22.3 — constant;
D — metal density, g/cm3; A — area of metal piece, inchz;
t — time, days.

By following the same methodology, the corrosion
rates of another two similar sets of metal coupons were
determined in order of after 30 and 45 days from the im-
mersion including each analysis stage that mentioned for
the first set of metal coupons.

In addition to the basic analysis the decayed metallic
concentrations from each metal while the immersion in
crude oil samples were tested by the atomic absorption
spectroscopy (AAS). The actual reason for this investiga-
tion was the observed invisible weight loss of some met-
als during the determinations of the corrosion rates of
metals. In the sample preparation 1 ml of each crude oil
sample was diluted with 9 ml of 2-propanol and filtered.

As the last experiment of the current research the vari-
ations of the initial hardness of metal coupons after the
corrosion were measured by the Vickers hardness tester.
The working theories of such instruments have been ap-
plied using the following equation:

HV = 1.854-(P/L)*, )

where HV — hardness; P — applied Load on the surface
of metal; L — diagonal length of a square.

As the essential measurements the initial hardness and
hardness after the corrosion of metal coupons were meas-
ured by such instrument. By considering the accuracy the
hardness of at least three positions on the metal coupons
were measured for on measurement.

3 Results and Discussion

The basic results for the analysis of the chemical com-
positions of the selected ferrous metals have been given
in Table 2.

According to the above results it can be obtained some
higher ferrous contents in carbon steels, moderate ferrous
contents in stainless steels and trace ferrous concentra-
tions in Monel metal. Beside of that there were observed
some trace compositions of d-block elements such as
nickel, copper and chromium especially in stainless steels
because of the aims and objectives of the enhancements
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of the strength and corrosive reduction method. Because
the combination of the chromium and nickel is a good
buffer for the corrosion on the metal surfaces itself when
having at least 12 % of chromium and sufficient amount
of nickel [1, 3-6].

Table 2 — Chemical compositions of metals, %

Metal Fe Ni Cr Cu
carbon steel 98.60 0.17 0.14 0.37
(high)
carbon steel
(medium)
carbon steel
(mild steel)
410-MN: 1.8
420-MN: 2.8
(stainless
steel)
410-MN: 1.7
420-MN: 1.7
(stainless
steel)
321-MN:1.4
304-MN:1.9
(stainless
steel)

Monel 400 1.40

99.36 - - -

99.46 - <0.07 -

88.25 0.18 10.92 0.10

87.44 - 11.99 -

72.47 8.65 17.14 -

64.36 | <0.04 | 33.29

According to the analysis of the corrosive compounds
of both crude oils the obtained results have been shortlist-
ed in Table 3.

Table 3 — Corrosive properties of crude oils

Property Murban | Das Blend
sulfur content, Wt. % 0.758 1.135
salt content, ptb 4.4 3.6
acidity, mg KOH/g 0.01 0.02
Mercaptans content, ppm 25 56

After referring above numerical values that it is possi-
ble to conclude the Das Blend crude oil may have higher
corrosive tendency because the above results show higher
elemental sulfur content, Mercaptans content, organic
acid content and lower salt content in Das Blend crude
oils when comparing with Murban crude oil. But, the
corrosive impact of some crude oil cannot be estimated
only considering the magnitudes of the concentrations of
the corrosive compounds in crude oils and it must be
considered the supporting conditions for the happening of
relevant chemical reactions as well. It has been discussed
in ahead with the obtained results in the existing research.

Organic acids are the dominant corrosive compounds
presence in most of crude oils since the occurrences be-
cause of the abundance of different organic acids in the
early living organisms. Such organic acid is also known
as naphthenic acids which are having the chemical for-
mula of “RCOOH” and the total amount of organic or

naphthenic acids of some crude oil is known as the acidi-
ty or total acid number (TAN) of such crude oil. The
general chemical reactions of the oxidizing process of
organic acids are given in the below [2, 4, 9, 12, 13, 15]:

Fe + 2RCOOH — Fe(RCO0)2 + H2; 3)
FeS + 2RCOOH — Fe(COOR), + H,S; )
Fe(COOR)2 + H2S — FeS + 2RCOOH. 5)

Salts are the foremost corrosive compounds find from
crude oils since the occurrences mainly as the forms of
NaCl, MgCl, and CaCl,.The total amount of such salts
presence in some crude oil is known as the salt content of
such crude oil. When increasing the temperature of crude
oils such salts tend to be broken into HCl molecules
which are inert in the same conditions. When decreasing
the temperature of the system such HCI molecules tend to
be reacted with water of even moisture and formed highly
corrosive hydrochloric acids. The general chemical reac-
tions between the salts and metals have been given in the
following equations [2, 4, 7, 11].

CaCl, + H,O — CaO + 2HCI, 6)
HCI + Fe — FeCl, + 2H,; (7
H2 + S — H,S; ®)

FeCl, + H,S — FeS + 2HCI. ©))

Sulfur compounds are some sort of corrosive com-
pounds because of the availability of wide range of vari-
ous active sulfur compounds with the highly volatile
functional groups. Among sulfur compounds most of
them are corrosive compounds such as elemental sulfur,
Mercaptans, sulfoxides and thiophenes. Mercaptans are
highly corrosive compounds which are having a molecu-
lar formula of “RSH” because of the high reactivity of
relevant functional group. The corrosion reactions may be
differing with the behaviors of such corrosive compounds
[4, 14]. The corrosion process due to the elemental sulfur
is known as the “localized corrosion” which is usually
happened at the temperature 80 °C properly.

Additionally, the corrosion process due to the Mercap-
tans is known as the “sulfidation” which is likely to be
happened at about 230 °C properly. The initiation chemi-
cal reactions of such corrosion processes have been given
in the flowing reactions [2, 4, 11, 13, 14]:

S8 (s) + 8H,0 (1) — 6H,S (aq) + 2H,SO, (aq); (10)
8Fe + S8 — 8FeS. (11)

Altogether the impact of such corrosive properties on
the metallic corrosion it is mandatory to mention about
the required supporting conditions when analyzing the
impact of such corrosive compounds. According to the
determinations of the corrosion rates of metals by the
weight loss method the obtained results have been inter-
preted with respect to the immersion time periods in Ta-
bles 4, 5.
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Table 4 — Corrosion rates of metals in Murban, cm3/(inch~day)

Table 5 — Corrosion rates of metals in Das Blend, cm3/(inch-day)

Metal Number of days Average Metal Number of days Average
15 30 45 15 30 45

carbon steel 0.812 | 0.466 | 0.069 0.449 carbon steel 0.350 | 0.225 | 0.025 0.200
(high) (high)
carbon steel 0.818 | 0.180 | 0.073 0.357 carbon steel 0.481 | 0.141 | 0.059 0.227
(medium) (medium)
carbon steel 0.110 | 0.048 | 0.039 0.066 carbon steel 0.163 | 0.141 | 0.101 0.135
(mild steel) (mild steel)
410-MN: 1.8 0.042 | 0.016 | 0.012 0.023 410-MN: 1.8 0.044 | 0.034 | 0.006 0.028
420-MN: 2.8 420-MN: 2.8
(stainless (stainless
steel) steel)
410-MN: 1.7 0.116 | 0.012 | 0.008 0.045 410-MN: 1.7 0.054 | 0.035 | 0.016 0.035
420-MN: 1.7 420-MN: 1.7
(stainless (stainless
steel) steel)
321-MN: 1.4 0.017 | 0.007 | 0.006 0.010 321-MN: 1.4 0.023 | 0.007 | 0.003 0.011
304-MN:1.9 304-MN:1.9
(stainless (stainless
steel) steel)
Monel 400 0.356 | 0.035 | 0.027 0.139 Monel 400 0.062 | 0.038 | 0.016 0.038

The concluded interpretation of the above results has
been shown in Figure 2.
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Figure 2 — Average corrosion rates of metals

According to the above graph that it can be concluded
the higher corrosion rates from carbon steels, moderate
corrosion rates from Monel metal and the relatively lower
corrosion rates of stainless steels with respect to both
Murban and Das Blend crude oils. When comparing with
the corrosion rates of stainless steels the least corrosion
rates were observed from 321-N: 1.4304-MN: 1.9 (stain-
less steel) with respect to both Murban and Das Blend
crude oils which is having a chemical composition of
18 % of chromium and 8.65 % of nickel also a good
enough combination for the formation of the self-
corrosive protection film on the metal surfaces itself be-
cause the chromium and nickel are presence with the
sufficient amounts [1, 3—6].

When comparing the corrosion rates of metals in both
crude oils four types of metals showed their higher corro-
sion rates in Murban crude oil since the other three types
of metals were showing their higher corrosion rates in
Das Blend crude oil. According to such observations it is
possible to suggest the higher corrosive impact of salts on
the metallic corrosion when comparing with the other
corrosive compounds. Although it is better to recom-
mend some advanced corrosion rate analysis instrument
such as electrical instrument simultaneously with the
weight loss method and also investigations of the impact
of some more corrosive compounds in various tempera-
ture and other supplementary conditions for future works
[6-15].

According to the above results the variations of the
corrosion rates of metals with respect to the immersion
time periods in both crude oils have been interpreted in
Figures 3, 4.
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Figure 3 — Variations of the corrosion rates of metals in Murban
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Figure 4 — Variations of the corrosion rates of metals in Das Blend

The above corrosion curves showed some similar dis-
tributions of the corrosion rates of metals with the expo-
sure time by following the inversely proportional rela-
tionship between the two parameters of the corrosion rate
and the exposure time as explained under the weight loss
method [9, 10].

According to the explanations of the material and
chemical engineering the reductions of the corrosion rate
with the exposure time period is happened as the results
of the generating corrosion barrio from the formerly
formed corrosion compounds on the metal surfaces that
the continuously formation of the corrosion in the same
rate ahead.

Regarding the analysis of the corroded metal surfaces
through the 400X lens of an optical microscope there
were observed few of various results that similar with the
explanations in the corrosion processes and some sort of
different compounds as well. The most highlighted and
recognizable corrosion compounds have been interpreted
in Figure 5.

Figure 5 — Corroded metal surfaces:
A — ferrous sulfide (FeS); B — ferrous oxide (Fe,05);
C — corrosion cracks; D — pitting corrosion

Among the various observations some of distinguished
features have been emphasized with their physical ap-
pearances in Table 6 [1, 3, 6].

Table 6 — Visible appearemces of the corrosion compounds

Compound Appearances Observations
FeS black, brownish black, | observed most of
property of powder, | features in each
pitting, cracks metal piece
Fe,O; rusty color Observed rarely
CuS dark indigo / dark | unable to specify
blue, property of
powder

According to the observations and the identifications
of the microscopic analysis results basically it is possible
to conclude the formations of the ferrous sulfides (FeS) in
most of occasions same as the explanations of under the
theoretical conditions, rarely formations of ferrous oxides
(Fe,O3) due to the presence of both water and oxygen in
little amounts, corrosion cracks and some pitting on the
metal surfaces due to the decay of metals into crude oils.
As the uncertain observations some corrosion compounds
were identified that similar with the ferrous sulfides with
the visible features and most probably it might be copper
sulfide (CuS) although it is impossible to conclude as
CuS only having the visible features [1, 3—6, 13]. There-
fore, it is better to recommend some compositional analy-
sis of the corrosion compounds by an advanced analytical
method such as X-ray diffraction (XRD) for better analy-
sis.

According to the analysis of the decay of metallic ele-
ments from metals into crude oils by the atomic absorp-
tion spectroscopy (AAS) the obtained results have been
interpreted in Table 7.

Table 7 — Decayed metallic concentrations into crude oils / ppm

Metal Crude oil Fe Cu
Carbon Steel Murban 0.47 -
Das Blend 1.10 —
Carbon Steel Murban 0.54 -
Das Blend 0.02 —
Carbon Steel Murban -0.08 -
Das Blend -0.48 —
410-MN: 1.8 Murban —0.65 —
420- MN: 2.8 Das Blend -0.78 —
410-MN: 1.7 Murban -0.71 —
420-MN: 1.7 Das Blend -0.79 —
321-MN:1.4 Murban -0.44 —
304-MN:1.9 Das Blend | —0.17 -
Monel 400 Murban — 10.47
Das Blend - 9.49

Brief conclusions of above results have been shown in
Figures 6, 7.
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Figure 6 — Decayed ferrous concentrations into crude oils
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Figure 7 — Decayed copper concentrations into crude oils

Basically with the above graphs that there can be seen
significant decays of copper from Monel metal which
showed some intermediate corrosion rate, higher decays
of ferrous from carbon steels which showed the highest
corrosion rates and it was not observed any decay of nei-
ther copper nor ferrous from any stainless steel into crude
oils while the immersion which showed least corrosion
rates. According to the reasonable explanations that it is
possible to explain with the electron repulsive theory that
after formations of the corrosion compounds such corro-
sion compounds tend to be removed from the metal sur-
faces either partially or completely from the metal surfac-
es due to the repulsive and attractive forces between the
successive electrons and protons of the relevant com-
pounds [1, 3, 5, 6]. Therefore, the decayed metallic com-
pounds from metals into crude oil may be happened sim-
ultaneously with the process of corrosion.

According to the analysis of the variations of the initial
hardness of the metals due to the corrosion by the Vick-
er’s hardness tester the obtained results have been inter-
preted in Figures 8, 9.
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Figure 8 — Variations of the initial hardness of metals
due to the corrosion in Murban
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Figure 9 — Variations of the initial hardness of metals
due to the corrosion in Das Blend

The above results showed slight reductions of the ini-
tial hardness of most of metals after the formations of the
corrosion. This incident is possible to explain with the
electron repulsive concept and heterogeneity [1, 3, 5, 6]:

1) due to the repulsive and attractive forces between
successive electrons and protons it is possible to be
formed some uncertain conditions on the metal surfaces;

2) due to the heterogeneity of the corroded metal sur-
faces due to the contamination with the corrosion com-
pounds.

4 Conclusions

According to the results of the entire results of the re-
search there were investigated the lower corrosion rates
from stainless steels which are having at least 12 % of
chromium with sufficient amount of nickel because of the
nickel chromium corrosive protection film, relatively
higher corrosive impact from salts when comparing with
the corrosive impact of other corrosive compounds, for-
mations of FeS, Fe,Os, corrosion cracks and cavities on
the metal surfaces as the corrosion compounds, signifi-
cant decay of copper and ferrous from some of metals
into crude oils and small reductions of the initial hardness
of most of metals due to the corrosion.
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3arajbHi 0c00MBOCTI MeTaJIeBOi KOPO3ii y cupiii HeounueHiil HadTi
Anygixapa C.', TIpemaxanpa k. K.2

! Kadenpa xiMig9HOTO i TEXHOJIOTIYHOTO MAlIMHOOYAyBaHHs, YHiBepcuteT M. [lapanenis, 20400, m. [Tapanenis, [lpi-Jlanka;
% Kacenpa XiMigHOTO i TEXHOIOTTYHOTO MalIMHOGYIyBaHHs, YHiBepcuTeT Mopatysa, 10400, m. Kary6emna, LIpi-Jlanka

AnoTtanisi. Cupa HapTa YBOCHOBHOMY CKIIQAETHCS 3 PI3HUX BYTJICBOJHIB, MAlOUM y CBOEMY CKJali JIEsSKYy
KUTBKICTh KOPO3iMHUX CHONYK CipkKH, HaQTEHOBUX KHCIOT i COJei. Y NaHOMY JOCIiKEHHI TOCIIIKYBaBCs BILTHB
KOpO3iHHMX BJIACTMBOCTEH Ha KOPO3il0 CEMM Di3HUX THUIIIB YOPHHMX MeTasiB. Y OCHOBI METOAOJOTii JOCIiKeHb
oOpaHe BU3HAUYEHHS! OCHOBHUX KOPO3iHHUX BIACTHBOCTEH JBOX Pi3HUX BHIIB cUPOi HATH 1 XIMIYHOTO CKIAIy CeMU
o0OpaHuX THIIB MeTalliB. Pe3ybTaTi BUMipIOBaHb ITPOAHaJi30BaHi 32 CTAHAAPTHOIO METOIONIOTIEIO 13 3aCTOCYBaHHAM
3allpONIOHOBAHUX IHCTPYMeEHTIB. IIIBHIKICTE KOpO3il MeTalmiB BH3HAYAaBCS METOJOM BIJIHOCHOI BTpaTH Bard IMicIs
3aJJaHuX TIEPiOJIiB 3aHYPEHHS Ta OJHOYACHO 3 MIKPOCKOIIYHIM aHaJli30M KOpo3ii MeTaneBuX MmoBepxoHb. Kpim Toro,
PO3MOALT KOHIIEHTpAIlil MeTalIeBUX BKIIOYEHB Y cHpiili HadTi OyB mMpoaHaIi30BaHHUIA METOJOM aTOMHO-a0CcOpOMiHHOT
CIIEKTPOCKOITil, a BIUIUB KOPO3ii Ha TI0YaTKOBY TBEPICTh METaIiB BUMIpIOBaBCs 3a METOJIOM Bikkepca. Y pe3yibrar i
BCHOTO JOCII/DKCHHS CIOCTEPIirajics BiTHOCHO HH3bKI IMBHAKOCTI KOpPO3il HEp)KaBilOYHMX CTalieil 3 BMICTOM
npuHaiiMHi 12 % XpoMy i Jeskol KimbKkocTi Hikess. Takoxk croctepiraBest O1bLI BUCOKHI KOPO3iiHMIT BIUIUB coueit
Ha KOpO3il0 3 YTBOpEeHHSAM XimiuyauxX cnonyk FeS, Fe,O;, a Takox KOpO3iliHI TpIIIWMHU 1 BUPa3KH Ha METaJEBUX
MOBEPXHSIX.

Kirouosi cioBa: cupa HadTa, CKI1a0Bi KOPO3ii, METalH, BTPATH Bard, PO3KIIaJaHHs, KOPO3is.
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Abstract. A study of viscous dissipation and chemical reaction effects of nanofluid flow passing over a stretched
surface with the MHD stagnation point and the convective boundary condition has been analyzed numerically. The
constitutive equations of the flow model are solved numerically and the impact of physical parameters concerning the
flow model on dimensionless velocity, temperature and concentration are presented through graphs and tables. Also,
a comparison of the obtained numerical results with the published results of W. Ibrahim has been made and found
that both are in excellent agreement. As a result of the research, it was obtained that the magnetic parameter has the
same increasing influence on the temperature and the concentration field but opposite on the velocity field, the tem-
perature field, and the concentration field reduce with an increase in the Prandtl number, increase in viscous dissipa-
tion increases temperature and concentration profile, and concentration as well as the thickness of concentration de-

crease by increasing values of chemical reaction parameter.

Keywords: magnetohydrodynamic, stretching sheet, nanofluid, viscous dissipation, chemical reaction.

1 Introduction

During the past few years, investigating the stagnation
point flow of nanofluids has become more popular among
the researchers. Nanofluids are formed by the suspension
of the nanoparticles in conventional base fluids. Exam-
ples of such fluids are water, oil or other liquids. The
nanoparticles conventionally made up of carbon nano-
tubes, carbides, oxides or metals, are used in the nanoflu-
ids. Keen interest has been taken by many researchers in
the nanofluids as compared to the other fluids because of
their significant role in the industry, medical field and a
number of other useful areas of science and technology.
Some prominent applications of these fluids are found in
magnetic cell separation, paper production, glass blow-
ing, cooling the electronic devices by the cooling pad
during the excessive use, etc. Choi [1] introduced the idea
of nanofluids for improving the heat transfer potential of
conventional fluids. He experimentally concluded with
evidence that injection of these particles helps in improv-
ing the fluid's thermal conductivity. This conclusion
opened the best approach to utilize such fluids in mechan-
ical engineering, chemical engineering, pharmaceuticals,
and numerous different fields. Buongiorno [2], Kuz-
netsov and Nield [3] followed him and extended the in-
vestigation. They worked on the effects of Brownian
motion in convective transport of nanofluids and the in-

vestigation of natural convective transport of nanofluids
passing over a vertical surface in a situation when nano-
particles are dynamically controlled at the boundary.
Khan and Pop [4] used this concept to evaluate the lami-
nar boundary layer flow, nanoparticles fraction and heat
transfer for nanofluids passing over a stretching surface.

2 Literature Review

In the industrial sector and modern technology, non-
Newtonian fluids play a vital role. Non-Newtonian fluids
have some interesting applications as they are used in the
manufacturing of sports shoes, flexible military suits, and
viscous coupling. Rising inception of the non-Newtonian
fluids like emulsions, molten plastic pulp, petrol, and
many other chemicals has triggered an appreciable inter-
est in the study of the behavior of such fluids during mo-
tion. The mathematical solutions of the models involving
the non-Newtonian fluids are quite interesting and physi-
cally applicable. Makinde [5] investigated the buoyancy
effect on magnetohydrodynamic stagnation point flow
and heat transfer of nanofluids passing over a convective-
ly heated stretching/shrinking sheet. The MHD fluid
passing over a stretched sheet, through the porous media
with the thermal radiation and the thermal conductivity
was examined by Cortell [6].
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Naramgari and Sulochana [7] outlined the mass and
heat transfer of the thermophoretic fluid flow past an
exponentially stretched surface inserted in porous media
in the presence of internal heat generation/absorption,
infusion, and viscous dissemination. Afify [8] examined
the MHD free convective heat and fluid flow passing
over the stretched surface with chemical reaction. A nu-
merical analysis of insecure MHD boundary layer flow of
a nanofluid past a stretched surface in a porous media
was carried out by Anwar et al. [9]. Nadeem and Haq
[10] studied the magnetohydrodynamic boundary layer
flow with the effect of thermal radiation over a stretching
surface with the convective boundary conditions.

Our prime objective is, we first reproduce an analysis
study of [11] and then extend the MHD stagnation point
flow of nanofluid past a stretching sheet with convective
boundary condition. According to our information, vis-
cous dissipation and chemical reaction effects on MHD
mixed convection stagnation point flow of nanofluid over
a stretching surface is not yet examined. An appropriate
similarity transformation has been utilized to acquire the
system of nonlinear and coupled ODEs from the system
of PDEs. Results are acquired numerically by using the
comprehensive shooting scheme. The numerical results
are analyzed by graphs for different parameters which
appear in the solution affecting the MHD mixed convec-
tion stagnation point.

3 Research Methodology

3.1 Mathematical Modeling

Consider the stagnation point flow of two-dimensional
viscous steady flow of nanofluid passing over a stretched
surface with the convective boundary condition (BC).
The stretching sheet was heated with the temperature T;
and the heat transfer coefficient hr at its lower surface.
Here, concentration and uniform ambient temperature are
respectively C., and T..

Assume that at the surface, there is not any nanoparti-
cle flux and the impacts of the thermophoresis are taken
as a BC. In flow model, uw(x) = ax is the velocity of the
stretching surface, where “a” is any constant. In the direc-
tion of the flow, normal to the surface, it is directed to-
wards the magnetic field of strength B, which is supposed
to be applied in the direction of +ve
y-axis. Here magnetic field is negligible because of as-
sumption of very small when compared with the applied
magnetic field. The preferred system of coordinates is
such as x-axis is directed to the flow and y-axis is per-
pendicular to it. Proposed coordinate system and flow
model are presented in Figure 1.

Flow model of W. Ibrahim [11] shows that in the pres-
ence of magnetic field over the surface, the governing
equations of conservation of momentum, energy, mass
and nanoparticle fraction, under the boundary layer ap-
proximation, are as follows:

du dv
54'6—?—0 (1)

MICTOSCOPNC View

% ade

nanoparticie
size: (1 1o 100)nm

LAAALL A AS

Heot fluid

Figure 1 — Geometry for the flow under consideration
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gx dy pe, dy  pep \dy
+7(DyVe. VT + Z vr.VT) (3)
do  dg ) ,

ua +V8_y =aV T+ D Vg +

+%?2T—ku(c—cm) (4)

The associated boundary conditions are:

u=1u, =ax,v =20,
ar
—k, = h (T, = T),
2  pror
DB B)‘+Tx, By
u—U_=bx v=0,
T—T,_, @ @, asy=w

®)

=0aty=0;

where x is the coordinate axis along the continuous
surface in the direction of motion and y is the coordinate
axis along the continuous surface in the direction perpen-
dicular to the motion. The components of velocity along
x- and y-axis are respectively u and v. Here kinematic
velocity is represented by v and T represents the tempera-
ture inside the boundary layer. The parameter 7 is defined
by t = (pc)l/(pc)i , Where (pc), is effective heat capacity
of nanoparticles and (pc)s is heat capacity of the base
fluid, p is the density and T. is the ambient temperature
far away from the surface.

The radiative heat flux gy is given as

ek (6)

9 = 3

where ¢" and k™ stand for the Stefan-Boltzmann con-
stant and coefficient of mean absorption, and T* is the
linear sum of temperature and it can expand with the help

of Taylor series along with T,
T4 =T2+4T2T -T)+6TZ2T -T. P+ (7)

ignoring higher order terms, we get

T4 =4713T - 373 (8)
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substituting (8) into (6), we get

_ C16T3e 8T 9)

4r 3T Ay

To convert the PDEs (1)—(4) along with the BCs (5)
into the dimensionless form, we use the similarity trans-
formation [11]:

-

n= }'ﬁ, ¥ = avxf(n),
. _ ?—®y 10
6(n) =2 B = == (10)

In above, w(x, y) denotes stream function obeying

=8 =
w=2, = % (1

The equation of continuity (1) is satisfied identically,
the effect of stream function on the remaining three equa-
tions, the momentum equation (2), the temperature equa-
tion (3) and concentration equation (4) are

FUEfT-PrMAa-f)+A =0 (12)

(1+ %N'r)ﬁ'”
St NbE'E +
+Nt(B):+Ec (F')P =0 (13)
B+ Leff +--6" —Le kS =0 (14)

The BCs get the form:

flo)=o0, f'(0)=1, 6'(0) = —Bi[1 —6(0)],
NbB'(0) + Ntd'(0)=0,atn = 0, (15)
fl(w)—> A4, 6(w)—05(mw)—0asy—-w (16)
In equations (12)—(14), the governing parameters are
defined as wnr =27 js the radiation parameter,
pr =2, is Prandtl number, Le = a/D is Lewis number,
=4
M = ¢B}/p,a is @ magnetic parameter, 4 = b/a is veloc-
ity ratio parameter, Nb = p,D.(C,, — C..)/psa IS Brown-
jan motion parameter, Nt = p,D,(T, — T..)/p;aT.,
thermophoresis parameter, g; ="t IE Biot number,
k 4 e
Ec=u%/p,(T,—T,) Iis the Eckert number and
k- K,U(C, —C.)/v is the chemical reaction parameter.
In this problem, the desired physical quantities are the
local Nusselt number Nu, and reduced Sherwood number
Shy and the skin-friction coefficient C:. These quantities
are defined as

Tw Xy
C,=-%, Nu,=—>2v,
; K (=T )

Ly
— oty (17

=
S5h, =—""2—
% Dp(lpy— o)

Here, 7y is the shear stress along the stretching surface,
gw is the heat flux from the stretching surface and hy, is
the wall mass flux, are given as

fomn(®) k(@) = na(E) 09

¥ ¥=0

With the help of the above equations, we get

Cr/Re = —f"(0), = =—0'(0), == —p'(0) (19)

1\."I“?_.‘:

where Ry = ax? is the local Reynolds number.
3.2 Numerical calculations

The analytic solution of the system of equations with
corresponding boundary conditions (12)—(14) cannot be
found because they are nonlinear and coupled. So, we use
numerical technique, i.e., shooting—Newton technique
with fourth-order Adam’s—Moultan method. In order to
solve the system of ordinary differential equations (12)—
(14) with boundary conditions (15), (16) using shooting
method, we have to convert these equations into a system
of first-order differential equations, let

(20)

Then the coupled nonlinear momentum, temperature
and concentration equations are converted into system of
seven first-order simultaneous equations and the corre-
sponding boundary conditions transform the following
form:

¥ =¥, ¥ (0) =0, y; = 5, ¥, (0) = 1,
Va=vi—MA—y,)— vy —4% w(0) =7
Vi = Vs, ¥4(0) =5, (21)
}"é = _PT(}H}"S + Nb}’s}"? + Nt}’sz + Ecyﬁ)/(l"'R),
¥;(0) = Bi(s — 1), y; = v, ¥, (0) =,

y; = —Ley,y; _%’ vstLlek v, y,(0) = —%}’5(0)-

The above equations (21) are solved using Adam’s—
Moultan method of order 4 with an initial guess
0 g0 ¢(0 These guesses are updated by Newton’s
method. The iterative process is repeated until the follow-
ing criteria is  max(ly, (7. )] v ()L s (o)) < &,
where ¢ > 0 is tolerance.

For all computation in this paper, we have fixed ¢ =10~
5. The step sizes of An = 0.01 and #max = 10 were found to
be satisfactory in obtaining sufficient accuracy.
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4 Results

The objective of this section is to analyze the numeri-
cal results displayed in the shape of graphs and tables.
The computations are carried out for various values of the
magnetic parameter M, velocity ratio parameter A, radia-
tion parameter Nr, Eckert number Ec, Lewis number Le,
Brownian motion parameter Nb, thermophoresis parame-
ter Nt and Prandtl number Pr, and the impact of these
parameters on the velocity, temperature, and concentra-
tion profiles are also discussed in detail.

Table 1 shows the comparison of calculated values
with [11, 12] and strong agreement with the values is
found which showed high confidence of present simula-
tion. In Table 1, by taking M = 0 and update the velocity
ratio parameter A, numerical results of the skin-friction
coefficient —f"(0) are reproduced.

Table 1 — Comparison of the skin-friction coefficient —f "(0)
for different values of velocity ratio parameter A and M =0

A Ibrahim [11], Ishak [12] Present result
0.1 —0.9694 -0.9693874
0.2 —0.9181 -0.9181041
0.3 —0.8494 -0.8494202
0.4 —0.7653 —0.7653250
0.5 —0.6673 -0.6672632
0.8 —0.2994 -0.2993885
1.0 0.0000 0.0000000
2.0 2.0175 2.0175020
3.0 4.7293 4.7292940
5.0 11.7520 11.7519900
7.0 20.4979 20.4980600
10.0 36.2574 36.2575000

To further investigate the numerical technique used, by
ignoring the impacts of thermophoresis parameter Nt and
Brownian motion parameter Nb and then compare the
local Nusselt number —6'(0) by updating the Prandtl
number as shown in Table 2. Excellent agreement of
current results with those previously published results
encourages us to use the present code.

Table 2 — Comparison of the local Nusselt number —9'(0)
when Nt = 0 and Nb — 0 for different values of Pr

prl A Present Ibrahim | Mahapatra Hayat
result [11] [13] [14]

1.0 | 0.1 | 0.6008148 | 0.6028 0.603 0.602156
1.0 | 0.2 | 0.6246567 | 0.6246 0.625 0.624467
1.0 | 0.3 | 0.6926060 | 0.6924 0.692 0.692460
15| 0.4 | 0.7760525 | 0.7768 0.777 0.776802
15| 05 | 0.7969141 | 0.7971 0.797 0.797122
15| 0.8 | 0.8648634 | 0.8648 0.863 0.864771
2.0 | 1.0 | 0.9256601 | 0.9257 — —

2.0 | 2.0 | 0.9447336 | 0.9447 — —

2.0 | 3.0 | 1.0114910 | 1.0116 — —

Furthermore, we reproduce the results of [11] for the
local Nusselt number —0'(0). Table 3 presents the local
Nusselt number -6 '(0) by taking random values of dif-
ferent physical parameters used such as Brownian mo-
tion, thermophoresis parameter, Biot number, and the
velocity ratio. It is observed in the table that the local
Nusselt number —6'(0) is decreasing function of the
thermophoresis parameter Nt and an increasing function
of the Biot number Bi.

Table 3 — Comparison of the local Nusselt number —6 '(0) for the different values of Nt and Bi if Nb=5,A=0.3,Pr=M=1,Le=5

—6'(0)
Nt Bi=0.1 Bi=2 Bi=5 Bi=10 Bi =100
Ibrahim Present Ibrahim Present Ibrahim Present Ibrahim Present Ibrahim Present
[11] result [11] result [11] result [11] result [11] result

0.0 | 0.0861 | 0.0861460 | 0.4744 | 0.4743371 | 0.5531 0.5530363 0.5855 | 0.5854118 | 0.6180 | 0.6179690
0.2 | 0.0861 | 0.0860621 | 0.4605 | 0.4604263 | 0.5313 0.5312279 0.5598 | 0.5596828 | 0.5880 | 0.5878806
0.5 | 0.0859 | 0.0859333 | 0.4395 | 0.4394668 | 0.4993 0.4992715 0.5225 | 0.5224806 | 0.5415 | 0.5450010
1.0 | 0.0857 | 0.0857102 | 0.4047 | 0.4046166 | 0.4486 0.4485220 0.4647 | 0.4646182 | 0.4798 | 0.4797399
1.5 | 0.0855 | 0.0854758 | 0.3705 | 0.3704567 | 0.4017 | 0.4015988. | 0.4125 | 0.4124254 | 0.4224 | 0.4223108
2.0 | 0.0852 | 0.0852291 | 0.3377 | 0.3376793 | 0.3591 0.3590596 0.3662 | 0.3661501 | 0.3725 | 0.3724754
5.0 | 0.0834 | 0.0834207 | 0.1925 | 0.1924764 | 0.1940 0.1939228 0.1944 | 0.1943392 | 0.1948 | 0.1946867

Figure 2 divulges the impact of the magnetic parame-
ter on the velocity f'(0). Here, due to magnetic field, an
opposing force which is called Lorentz force appears
which resist the flow of fluid and consequently the flow
of velocity declines.

Figure 3 designates the impact of Pr on the tempera-
ture profile 9(y). It is clear from the figure that the tem-
perature of the flow field is the decreasing function of Pr.
It is because of the way when Pr of fluid is high then
thermal diffusion is low if it is compared with the viscous

diffusion. Consequently, the coefficient of heat transfer
declines as well as shrinks the thickness of the boundary
layer.

Figure 4 delineates the influence of Nt on the tempera-
ture profile. When the effects of the thermophoretic in-
crease, the relocation of the nanoparticles relocate from
hot part of the surface to the cold ambient fluid and con-
sequently, at the boundary, temperature is increased. This
sequel in the thickening of thermal boundary layer.
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Figure 5 describes the effect of the convective heating
which is also known as the Biot number on the tempera-
ture profile (). Numerically, it can be calculated by
dividing the convection on the surface to the conduction
into the surface of an object. When Bi increases, it causes
an increase in the temperature on surface which sequels
in the thickening of the thermal boundary layer.

The effect of velocity ratio parameter A on the temper-
ature profile 0(n) has been highlighted in Figure 6. As we
increase the value of velocity ratio parameter A, the tem-
perature at the surface declines, and furthermore, it also
declines the thickness of the thermal boundary layer.

2
g
. 1,6
g A=0,051,1.52.
] hi
>
e
§ 04
8 0

0 1 2 3 4 5
dimensionless position, n

Figure 2 — Velocity profile f'(0) for different values of velocity
ratio A, when Pr=1.0, Nr=3, Ec = 1.0, ke = 1.0, Nt = 0.5,
Nb=0.5,Le=Bi=5.0,M=1.0
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Figure 3 — Velocity profile f'(0) for different values of M
when Pr=1.0, Nr =3, Ec = 1.0, ke =1.0, Nt = 0.5, Nb = 0.5,
Le=Bi=5.0
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Figure 4 — Variation of 6(y) for various values of Pr
when M =1.0,A=Nt=Nb=0.5,Bi=Le=5.0,
Ec=Nr=0,and ke = 1.0

The influence of radiation parameter on the profile of
temperature distribution is displayed in Figure 7. Tem-
perature increases with the increase of thermal radiation
parameter Nr. The effect of radiation intensifies the heat
transfer thus radiation should be at its minimum in order
to facilitate the cooling process.

Figures 8 show the impact of the viscous dissipation
on the temperature profile. When the value of the viscous
dissipation is increased, the fluid region is allowed to
store the energy. As a result of dissipation due to friction-
al heating, heat is generated.

1
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dimensionless temperature 8(n)
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o dzxmensionlegs position,611 s
Figure 5 — Variation of () for various values of Nt
whenPr=M=1.0,A=Nb=0.5, Le=5.0,
Ec=Nr=0.5and ke=1.0
Bi=10.2,1.0,1.5,2.0
£ o 2 4 6 8

dimensionless position, n

Figure 6 — Variation of 6(y) for various values of Bi
when Pr=M=1.0,A=Nt=Nb=0.5, Le=5.0,
Ec=Nr=0.5and ke =1.0
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Figure 7 — Variation of () for various values of A
when Pr=M=1.0,Nt=Nb=0.5, Le =5.0,
Ec=Nr=0.5and k.= 1.0
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The effect of the variation in the Pr on the concentra-
tion profile is observed in Figure 9. It is noticed from the
figure, as the value of Prandtl number rises, the nanopar-
ticles scattered out toward the outward, consequently, the
nanoparticles concentration at the surface decreases.

The impact of the Brownian motion parameter Nb on
the concentration S(») is illustrated in Figure 10. When
we increase the effect of Nb, the concentration profile
B(n) also increases initially but it starts decreasing far
away from the wall.

It seems clear from the Figure 11 that if we increase
the thermophoretic force, it causes decline in the concen-
tration profile B(y) at the surface, which is reverse in
nature to the case of the Nt.

The concentration vs Lewis number has been illustrat-
ed in Figure 12. Increasing Le corresponding to the con-
centration. As a result, initially the concentration on sur-
face increases but after a while, a bit away from the sur-
face it starts decreasing.
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Figure 8 — Variation of 6(y) for various values of Nr

when Pr=M=1.0,A=Nt=Nb=0.5,Bi=Le=5.0,
Ec=0.5and ke =1.0
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Figure 9 — Variation of 6(y) for various values of Ec
when Pr=M=10,A=Nt=Nb=0.5,Bi=Le=5.0,
Nr=0.5,and ke = 1.0

Figures 13 and 14 demonstrate the concentration vs
velocity ratio. It has similar effects on the concentration
profile as the effect of the Lewis number is noted on con-
centration. As the concentration distribution decreases by
increasing the velocity ratio parameter A.

Figure 15 display the influence of Eckert number Ec
on the concentration profile. It is observed that the con-
centration of the fluid decreases near the plate. However,
it rises away from the surface as the value of Eckert num-
ber is enhanced.

Figure 16 explains the influence of the chemical reac-
tion parameter on the profile of concentration. It is noted
that increasing values of chemical reaction parameter
concentration as well as the thickness of concentration
decrease. It is because of the fact that the chemical reac-
tion in this system results in chemical dissipation and
therefore results in a decrease in the profile of concentra-
tion. The most significant influence is that chemical reac-
tion tends to increase the overshoot in the concentration
profiles and their associated boundary layer.
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Figure 10 — Variation of () for various values of Pr
when M =1.0, A=Nt=Nb=0.5, Bi =Le =5.0,
Ec=Nr=0.5,and kec=1.0
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5 Conclusions

After a thorough investigation, we have reached the
concluding observation. Particularly, the velocity profile
increases by increasing the parameter A, but the tempera-
ture and concentration profiles decrease by increasing this
parameter. The magnetic parameter M has the same in-
creasing influence on the temperature and the concentra-
tion field but opposite on the velocity field. The tempera-
ture field 6(y) and the concentration field f(x) reduce
with an increase in the Prandtl number. Temperature field
6(n) increases with an increase in thermal radiation Nr.

For larger values of Lewis number Le, thermophoresis
parameter Nt, and Brownian motion parameter Nb has an
increasing effect on the concentration field 8(»).

Moreover, an increase in viscous dissipation increases
temperature and concentration profile. Finally, by in-
creasing values of chemical reaction parameter, the con-
centration and the thickness of concentration are de-
creased.
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YucsioBe 10CTiIKeHHs B SI3K01 AMcHIIaIil Ta XiMiYHOI peakuii

Y MarHiToriipoaMHaMini HAHOPIAUHU
Tosapaxan K.!, Hapennep I'.2, Capma I'. C.2

!'VuiBepcureT TexHoJori# Ta ynpasinas im. Fanni, M. Taiinapa6an, Inmis;
2 Imxenepunii konemxk CVR, M. Taiinapaban, [Hmais

AHoTanist. Y po6oTi po3risiaeThesl YMCIOBE TOCHTIKEHHS BIUIMBY B’SI3K0T TUCHIIALIT Ta XIMIYHOT peakiii MOToKy
HaAHOPIIMHY, IO MPOXOAUTH Yepe3 HATATHYTY HOBEPXHIO 3 MarHiTOTiIpOJMHAMIYHOIO 30HOIO 3aCTOIO JUIS 3aJlaHUX
rpaHngHUX yMOB. OCHOBHI PIBHSHHS MOZEINI ITOTOKY PO3B’SI3YIOTHCS YHCENIBHO. BB (i3nyHuX mapameTpiB mare-
MaTHYHOI MOJIET IOTOKY Ha 0e3p03MipHY MIBHAKICTH, TEMIIEPATYpPy 1 KOHLIEHTPALIO MMOJAHO i3 3aCTOCYBaHHIM BiJl-
nmoBigHKUX TpadikiB 1 Tabmuip. Takoxk Oyno MPOBEIEHO MOPIBHAHHSA OTPUMAHUX YHCIOBHX PE3YyIbTaTiB 3 OMyOIiKO-
BaHUMH pe3yJbTaTaMU. Y pe3yJbTaTi BCTAHOBICHO, LIO PE3yJbTAaTH Y3TODKYIOTBCS i3 BUCOKOIO TOYHicTIO. Takoix
OyJI0 OTpUMaHO, III0 MarHiTHUI IapaMeTp Mae OJHAKOBHMH BIUIMB Ha TEMIlepaTypy i moiie KoHueHrparii. [Ipore Ha-
BIIAK{, BIUIMB Ha ITOJIS IIBHIKOCTI, TEMIIEPATypH 1 KOHIEHTpAIii 3MEHIIyeThCs 31 30UmbIIeHHsaM uncia [Ipanaris.
Taxosx 306iibIIeHHsT B’s13K01 AMCHIIALi] 301IbIIye TeMIepaTypy i KOHIEHTpAIilo, a TAKOXX TOBIIMHA IIapy 3MEHIIIY-
€TBHCSI 32 paXyHOK 30UIBIICHHS 3HAYEHb [TapaMeTpa XiMIYHOT peaxiii.

JII0YOBI CJI0BA. MarHITOT1APOIMHAMIKA, TAT BHUI JUCT, HAHOPIAMHA, B’ sI3Ka JUCHIAIlS, XIMIYH KILis.
Kio4oBi cjioBa: Martito OJIMHAMiKa, pO3 a1 CT, HAHO a, B’sI3Ka JMCHIIAI a peaxiii
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Abstract. The experimental determination of concentration polarization layer resistance during reverse osmosis of
mineral salts solutions was carried out with the aim to estimate the influence of solution composition on the value of
mentioned resistance. In experimental conditions, the membrane resistance remains constant (the mean value was
0.534-10™ m') which means that the membrane compaction was not observed. Moreover, under experimental condi-
tions, the hypothesis about linear dependence between the concentration polarization layer and applied pressure was
confirmed for all solutions under investigations. It was defined that value of concentration polarization layer re-
sistance different salt solutions was varied less than 10 % although under experimental conditions the diffusion coef-
ficient values of magnesium sulfate were more than three times higher than corresponded values for other salts. The
increasing of solutions concertation determines the increasing of concentration polarization layer resistance. At the
same time, in previous study it was defined that changes in hydrodynamic regime in membrane module under similar
conditions could determine the change in concentration polarization layer resistance in 3-5 times, while in both stud-
ies the trends of impact of hydrodynamic conditions still similar to the value of considered resistance decrease with
Reynolds number increasing. Such results showed that in considered range of concentrations the hydrodynamic con-
ditions have a lower influence on concentration polarization layer resistance than solution composition. The obtained
results are in agreement with the film theory of concentration polarization.

Keywords: membrane, reverse osmosis, concentration polarization, diffusion coefficient, Reynolds number, Schmidt

number.

1 Introduction

The pressure-driven membrane processes, i. e. reverse
osmosis, are widely used in the chemical industry and
additionally in allied branches such as biotechnological,
pharmaceutical and food proceedings, water treatment
systems and environmental protection [1]. The concentra-
tion polarization phenomenon and fouling formation on
the membrane surface is the main problem in the explora-
tion of membrane apparatuses and set-ups [2]. The num-
bers of researches are dedicated to this topic but there is
no sufficient attention to the determination of mass trans-
fer resistance due to concentration polarization layer.

Current research is the extension of our previous work
[3] which was dedicated to the development of the tech-
nique for the experimental determination of concentration
polarization layer resistance and additionally to defining
of influence of working parameters on the value of men-
tioned resistance. However, in work [3] the experiments

were carried out with using sodium chloride with various
concentrations as feed solution. This does not allow to
define the influence of feed solution composition on the
value of concentration polarization layer resistance. For
estimation of this impact, the experimental research was
carried out for three different salt solutions.

2 Literature Review

For concentration polarization phenomenon descrip-
tion, it was proposed several models, the main of them
are: film model, Spiegler-Kedem model, osmotic pres-
sure model, gel layer model and others [1, 2]. At that, in
some models, including osmotic pressure and gel layer
models, the transmembrane flux is described by an equa-
tion in such form [2]:

Ap —Arn
J= :
w(R, +Ry + Ry +R)

)
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where Ap — applied pressure (driving force); Ar — osmo-
tic pressures difference; Rm — membrane resistance; Rep —
concentration polarization layer resistance; Rs — fouling
layer resistance; R, — pore blocking resistance.

According to [2], in an ideal case, there should be only
membrane resistance which can be determined experi-
mentally by measuring transmembrane flux for pure sol-
vent. In that case, this value can be calculated from such
equation as [2]:

Ry =22 @
uJ

In work [3], it was mentioned set of works dedicated
determination to techniques of determination of fouling
layer resistance, i.e. defining of the relation between
specific cake layer resistance and applied pressure during
dead-end ultrafiltration of carbohydrates solutions in
work [5].

The pore-blocking resistance is typical only for the
microfiltration process [1] so that in some works for pres-
sure-driven membrane description this value is not con-
sidered as in work [5] during the analysis of the nanofil-
tration process.

At the same time works dedicated to the determination
of the concentration polarization layer resistance are al-
most absent in literature sources. In the review [2] it was
mentioned about using indirect methods in preceding
works. On the other hand, the majority of concertation
polarization researches have theoretical character and
dedicated to problems of numeric simulation of this phe-
nomenon and influence to the intensity of scaling for-
mation [6]; development of models for inorganic salts
transport through the membrane [7]; simulation of the
concentration field during flow in channels with spacers
[8], determination of limiting fluxes [9] and impact to
fouling formation [10, 11].

In work [3] it was mentioned out that the most com-
prehensive study of the concentration polarization layer
resistance was carried out by Macedo and al. [12]. Partic-
ularly, in mentioned research it was assumed that the
value of R¢p is directly proportional to applied pressure,
that is:

ch =¢Ap. 3)

Additionally, in work [12], it was shown that taking
into account the equation (3) the equation (1) can be re-
written in a form:

T =hlR R ) o @

The proposed equation is a practical tool for the de-
termination of fouling layer resistance, which allows
estimating the necessity of regeneration using transmem-
brane flux data. If there was a reliable relationship for the
concentration polarization layer resistance or the value of

coefficient ¢ the equation (4) would be suitable for use in
automatic control of the membrane separation process.

In our previous work [3] it was defined, that assump-
tion about the linear dependence between concentration
polarization layer resistance and the applied pressure is
reasonable, and it was determined the influence of operat-
ing parameters (applied pressure and hydrodynamic con-
ditions in membrane module) on the concentration polari-
zation layer resistance. However, those results do not
allow to define the relationship for determination of con-
centration polarization layer resistance due to the absence
of information about the influence of solution composi-
tion on the value of mentioned resistance, since the ex-
periments were carried out with using of one solution
namely NaCl.

3 Research Methodology

3.1 Materials

As it has been done in work [3], the researches were
carried out with commercially available membrane mod-
ules but anther trademark namely HID TFC 1812-75
GPD (Made in China). As membrane modules, Dow
Filmtec TW30-1812-50, which used in work [3] the
membrane module under investigation is destined for tap
water post-treatment. The membrane modules HID TFC
1812-75 GPD have higher productivity up to 50 % and
lower selectivity up to 10 % by comparison with the
membrane modules Dow Filmtec TW30-1812-50.

For measuring the membrane resistance, the deionized
water (reverse osmosis permeate with total dissolved
solids in the range of 5-15 mg/dm?®) was used. For meas-
uring of concentration polarization layer resistance, the
solutions of sodium chloride (NaCl), magnesium sulfate
(MgSQy4) and sodium nitrate (NaNO3) were used. The
experiments were carried out with using solutions with
concentrations of 100 and 200 mg/dm3.

3.2 Description of the experimental set-up

The research was carried out on the same experimental
set-up as in work [3] (Figure 1), which includes feed
solution tank 1, pump 2, membrane apparatus 3 and con-
tain-ers and tanks 5-8. For control of flow rate, valve 5 is
provided. The applied pressure was monitored using the
manometer 9.

The set-up provides the measurements of permeate and
retentate flor rates be volumetric technique, using tanks 5
and 6 with the accuracy of +2 and +10 ml, respectively
(the direct measuring include measuring of volume and
time) and also allows to measure total dissolved sol-ids
using portative TDS-meter with accuracy £1 mg/dm3.
The applied pressure was measured by manometer 9, the
temperature was controlled by the block of Chromel-
Copel thermocouples with accuracy up to +0.2 °C (is not
shown on the design scheme).
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Figure 1 — The design scheme of the experimental set-up

3.3 Experimental procedure and main
measurements

In the current research, the same experimental tech-
nique as in work [3] was used. It involves the pumping
the feed solution under predetermined applied pressure by
pump 9 into membrane apparatus 3 and measurements of
permeate and retentate flor rates be volumetric technique.
Firstly, measurements were carried out for mew mem-
brane module HID TFC 1812-75 GPD with using of de-
ionized water as a test solution, then measurements were
carried out for salt solution separation. After each mem-
brane module working cycle with each salt solutions the
mem-brane cleaning was carried out using deionized
water. It was done with the aim to remove the salt solu-
tion remains.

The measurements were carried out for each test solu-
tion in a range of applied pressure of 0.2-0.6 MPa and
under ambient temperature. In this case, the ambient tem-
perature was varied in a range of 13-17 °C.

The processing of results and determination of concen-
tration polarization layer resistance were carried out ac-
cording to the technique represented in [3]. The physical
properties of the solution were determined according to
reference literature [13, 14].

For determination of salt diffusivities in solution, the
experimental result represented in work [15] were used.
Since experiments were carried out under temperatures
which differs from 25 °C for that experimental data rep-
resented in [15], for the revaluation it was used following

equation [16]:
om-omf g i) o

where D(To) — diffusion coefficient under the base tem-
perature; T — solution temperature under operation condi-
tion; To — base temperature (in this case the temperature
for which the experimental results are represented, name-
ly 25°C), u(T) — dynamic viscosity coefficient under
operation temperature; u(To) — dynamic viscosity coeffi-
cient under base temperature. The values of dynamic
viscosity coefficients were defined using reference litera-
ture [13, 14].

4 Results and Discussion

The total membrane resistance of mass transfer
through the membrane, which was measured according to
the mentioned technique, is represented in Figures 2, 3.
The obtained results, in general, confirmed the conclusion
obtained in work [3]. In a case, during the measurement
of productivity for pure solvent (deionized water) the
value of total resistance was varied less than 1 % and the
average value was 0.534-10% m™. Therefore, the influ-
ence of membrane compaction was negligible and ob-
tained value can be assumed equal to membrane re-
sistance Rm. It should be noticed membrane resistance
value for modules HID TFC 1812-75 GPD is lower than
one for modules Dow Filmtec TW30-1812-50
(Rm =0,755-10% m'), which are used in work [3].
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Figure 2 — The dependence of total resistance to membrane
transfer thorough the membrane from applied pressure:
1 — deionized water; 2 — MgSOa solution (100 mg/dm?);
3 — NaNOs solution (100 mg/dm?3); 4 — NaCl solution
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Figure 3 — The dependence of total resistance to membrane
transfer thorough the membrane from applied pressure:
1 — deionized water; 2 — MgSOs solution (200 mg/dmd);
3 — NaNOs solution (200 mg/dmq); 4 — NaCl solution
(200 mg/dm3)
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Figure 4 — The dependence of concentration layer resistance
from applied pressure: 1 — MgSOs4 solution (100 mg/dm?3);
2 — NaNOs solution (100 mg/dm3); 3 — NaCl solution
(100 mg/dm?3)

In this case, the hypothesis about linear dependence
between applied pressure and concentration polarization
layer resistance is confirmed not only for NaCl and for
others salts which were used in experiments.

It should be noticed that the value of concentration po-
larization layer resistance for MgSO4 and NaNO3 was on
the approximately same level (the difference was less
than 2 %) for the same concentration (curves 1 and 2 in
Figures 4, 5), whereas for NaCl these values were higher
for 5-8 % (curves 3 for the same figures). Such results
were unexpected considering the properties of solutions.
According to [15] and with correction using equation (5)
the values of diffusion coefficient for MgSO, under ex-
perimental conditions were in a range of D = (7.715-
7.744)-10°m?s, for NaNOs; these values were
D =(1.788-1.789) 10°m?s and correspondingly for
NaCl these ones were D = (1.800-1.803)-103 m?/s. Con-
sidering that values of diffusion coefficient were close for
NaNO3 and NaCl solutions, the bigger difference should
expect for the case of MgSO. solution. The probable
reason for this difference is temperature condition. As
mentioned above the experiments were carried out under
ambient temperatures with variated in a range 13-17 °C.
Moreover, during experiments with NaNOz; and MgSO4
solutions, the temperature was approximately the same
namely 16.5-17.0 °C whereas in a case of NaCl the ex-
periments were carried out under lower temperatures
(13-14 °C).

The impact of solution concentration in all cases corre-
sponded to results obtained in work [3] namely increasing
of concentration polarization layer with increasing of
concentration (Figures 6, 7).

It should be noticed, that influence of solution compo-
sition on concentration polarization layer resistance value
under experimental conditions in particularly considered
salts and their concentrations was lower than the influ-
ence of hydrodynamic conditions which was investigated
in work [3]. Moreover, the obtained in that work behavior
is confirmed. In particular, the value of concentration
layer polarization resistance is decreased with increasing
the Reynolds number (Figure 8) as it was predicted by the
film theory of concentration polarization [1, 2].
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Figure 5 — The dependence of concentration layer resistance
from applied pressure: 1 — MgSOas solution (200 mg/dmd);
2 — NaNOs solution (200 mg/dm?3); 3 — NaCl solution
(200 mg/dm?)
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Figure 6 — The dependence of concentration polarization layer
resistance from applied pressure during MgSOa4 solutions sepa-
ration: 1 —100 mg/dm?; 2 — 200 mg/dm3
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Figure 7 — The dependence of concentration polarization layer
resistance from applied pressure during NaNOs solutions sepa-
ration: 1 —100 mg/dm3; 2 — 200 mg/dm?
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Figure 8 — The dependence of concentration polarization layer
resistance from the Reynolds number
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The obtained data did not allow to define influence the
Schmidt number on values of concentration polarization
layer resistance since the value of this parameter for
NaNO3; and NaCl were close (Sc = 630-640) whereas for
MgSO; it was substantively different (Sc = 140-150).

This was determined by mentioned above values of
diffusivity coefficients of salts under investigation under
experimental conditions. This fact also can be the reason
of low correlation (correlation coefficient was lower
than 0.6) between the concentration polarization layer
resistance and the Reynolds number with observed in
Figure 8.

For determination of such relationship the further ex-
periments with corresponding selections of solutions, its

5 Conclusions

The evaluation of influence of solution composition on
concentration polarization layer resistance during the
reverse osmosis and it shown that during reverse osmosis
separation of diluted salt solutions (concentration up to
200 mg/dm?3) the value on considered does not change by
more than 10 %, whereas variations in hydrodynamic
conditions can change R¢, value 3-5 times in a range of
applied pressure of 0.2-0.6 MPa or in range of Reynolds
number 2-13, as it was shown in previous work [3].

Therefore, the influence of hydrodynamic condition is
more significant than the impact of solution composition.

The obtained results did not allow to define a depend-
ence of concentration polarization layer resistance from

concentrations, and operating temperatures are needed.

the Schmidt number.

The obtained results confirm the hypothesis about lin-
ear dependence of concentration polarization layer re-
sistance from applied pressure not only for NaCl but also
for other mineral salts. The results also are in agreement
with the film theory of concentration polarization.
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AHoTauisi. Y po0OTi eKCIepUMEHTAIFHO BH3HAYEHO OIip IIapy KOHIEHTpaLiifHOi moispu3alii mpu 3BOPOTHO-
OCMOTHYHOMY PO3ALJICHHI po30aBICHUX PO3UMHIB MiHEPAIbHUX COJIEH 3 METOIO OLIHIOBaHHS BIUIMBY CKJIQAy PO34Hd-
Hy Ha BEJIMYMHY 3a3Ha4YE€HOro omnopy. Sk MojenbHe cepeqoBHIe 00paHO PO3UMHU XJIOPUAY HATPio, Cylbdary mar-
HilO Ta HiTpaTy Hatpiro 3 koHueHTparismu 100 Ta 200 Mr/maM3, a TakoXk 3HECONEHa BOJA /ISl BUSHAUCHHS OTIOPY MEM-
Opanu. Pobounii Trck BapitoBaBcst y Mexax 0,2—0,6 MIla. JocmifkeHHSI TPOBOAMIIKCS 33 TEMIIEPaTyp OTOYYI04Oro
cepenoBuma 13-17 °C. 3a Takux yMOB OIip MEMOpaHHU 3aJIUINIABCS MTOCTIHHIM, a OTO CepeHE 3HAUCHHS CTAHOBUIIO
0,534-10 Mm%, T06TO ymIinbHEHHS MeMOpaHU He crocTepiranock. OKpiM TOro, B yMOBaX IIPOBEACHHS €KCIIEPUMEH-
TaNbHUX JOCIHIIKEHb MiATBEPUKYETHCS TilloTe3a JiHIHHOI 3aJeKHOCTI ONOpYy INapy KOHIEHTpAIiiHOI mospu3amii
BiJl THCKY HE JIMIIE IS XJOPHUIAY HATpilo, ajie i I BCiX MOCHIIKyBaHUX cojield. Takoxk BCTAaHOBIICHO, IO 3HAYCHHS
oropy Iapy KOHIEHTpaUiiHOI moyisipu3anii IuIsl pi3HUX coJiel BinpisHsutocs He Oinbmre, HK Ha 10 %. IIpote, 3a
YMOB TIPOBEJCHHS JOCITIIKEHb 3HaUeHHsI KoediuieHTy nudysii Uit po3drHy cynbgary MarHiro Oiiblie, HDK yTpudi
MIePEBUIIYBAIIM BiATIOBIAHI 3HAUEHHS JUIS 1HIIMX cojiell. 3pOCTaHHs KOHLEHTpAMii po3YrHy 0OyMOBIIIOE BiAIOBiTHE
30LIBIIEHHS ONOPY Iapy KOHLIEHTPaUiiHOT nosgpu3anii. Y ToH e 4ac, y IonepeIHiX JOCTiHKEHHIX OyJI0 BCTaHOB-
JICHO, 1[0 3MiHa TiAPOAMHAMIYHOTO PEXHMY B MEMOpPaHHOMY MOAYJIi 32 aHAJIOTIYHUX YMOB MOKE OOYMOBHUTH 3MiHY
omopy Iapy KOHIEHTpaILiiHoi moisipusaiii y 3—5 pasiB. Binbiue Toro, B 000X IOCHIIKEHHAX TeHICHIIIT BIUTUBY Tif-
POAMHAMIYHHX XapaKTePHUCTHK 3aJIMIIAIOTHCS OHAKOBUMH. 30KpeMa, 3HAYSHHsI JOCIIPKYBAaHOTO ONOPY 3MEHITYETh-
cs1 31 301IBIICHHSAM KpuTepito PeitHombaca. Taki pe3ynbTaTi CBiI4YaTh, IO B PO3TISAYBAHOMY Jiala3oHi KOHIICHTpA-
Liif TigpoaMHaMiuHI yMOBU YHHATH OiBIINII BIUTMB Ha BEMMYMHY ONOpPY LIapy KOHIEHTPALiiHOI moyspu3anii, HiX
CKJIa]] PO3YHHY, IO PO3IUTIOETHCS. Pe3ynbTaTi qOCHiIKeHb Y3rOIKYIOTHCS 3 IUTIBKOBOIO TEOPIE0 KOHIIEHTPAIIHHOT
nonspu3zanii. [IpoTe, oTpuMaTH 3a1eXHICTh OMOPY IMIapy KOHLEHTpaLiiHO1 nmojspusanii Big kputepito Lminra He
BJIAJIOCE.
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Abstract. This paper deals with theoretical research of the biochemical features of low rank coals (LRC) treatment.
The biochemical bases of the organic component degradation of LRC and the biochemical principles of bioleaching of
sulfur compounds and metals from LRC are presented. The analysis of microorganisms’ groups was carried out and
the optimal conditions of their cultivation were determined. Electronic databases such as KEGG, BacDive, and
EAWAG-BBD were used to identify the necessary ecological and trophic groups of microorganisms and to realize the
patterns of trophic interactions in associations of different groups of microorganisms both under anaerobic and aerobic
conditions. The methodological approach was applied and principle diagram of biochemical research of LRC pro-
cessing was formed in order to develop the environmentally friendly direction of biogas and humic products production.

Keywords: low rank coal, biochemical features, biogas, humic substances, ecological-trophic groups of micro-

organisms.

1 Introduction

The past fifteen years have seen unprecedented change
in the consumption of energy resources. Increasing the
share of renewable energy in Central and Eastern Europe
is one of the factors that improve the quality of economic
growth [1]. Unexpected high growth in the renewables
market, in terms of investment, new capacity and high
growth rates in different countries have changed the land-
scape for the energy sector. However, coal still provides
around 40 % of the world’s electricity [2].

The coal industry was and remains to be an important
basis for the Ukrainian economy. Coal is the main energy
source for this country. Today the importance of the coal
issue has risen more than ever because of the objective ne-
cessity of Ukraine’s inclusion into the world economy. The
rise of the coal consumption is accompanied by an increase
in the anthropogenic impact on the environment, because
coal burning, and processing produce more harmful by-
products compared to oil and gas [3].

One of the ways of solving this problem is expanding
the scope of use new technological treatment decisions of
low rank coals (LRC), which will contribute to stabilize
the fuel and energy balance and create a stock of time for
the coal industry development.

In [4] it was shown that with an increase in the duration
of the process of aerobic treatment brown coal by the bac-
terial strain Acinetobacter calcoaceticus VKPM B-4833
the relative hydrogen content decreases (by 5.9-
18.6 wt. %) and the oxygen content increases (by 6.4—
11.5 wt. %) in biomodified coals relative to the original
coal. The most noticeable changes in the content of these
elements occur when the duration of the biotreatment pro-
cess is 10 h [4].

Biomodification of brown coal leads to an increase of
the humic acids formation by 22.9-30.6 % compared with
the original LRC. The maximum humic acids formation
(32.4 wt. %) was received for coal that was bioprocessed
for 10 h write as [4]. It was determined by Ivanov et al that
the brown coal biotreatment is accompanied with a change
its thermochemical properties in the temperature range of
30-900 °C.

The LRC such as lignite have a soft, friable con-
sistency, opaque appearance, humidity of 30-45 %, high
ash content, low fixed carbon content (low energy content)
and are considered by-products of open pit mining. LRC
as understood by its low degree of carbonization is a great
source of humic substances (HS) and has high contents of
elements that stimulate microbial growth and develop-
ment, and, through different mechanisms, its macrostruc-
ture allows the release of HS. Consequently, LRC could be
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used as an organic amendment for the management of de-
graded soils. Among the microorganisms that can solubil-
ize LRC to generate substances with similar characteristics
to HS obtained from LRC by chemical extraction are bac-
teria isolated from coal samples; some genera and species
of Escherichia freundii, Pseudomonas rathonis, Pseudo-
monas fluorescens, Streptomyces setoni, Pseudomonas
putida, Bacillus sp., Staphylococcus, Rhodococcus and
others have been reported. Three new LRC biotransform-
ers were reported: Bacillus mycoides, Acinetobacter bau-
mannii and Microbacterium sp.; these were isolated from
environmental samples with coal residues, with the ability
to solubilize LRC, producing up to 300 mg/l of HS in lig-
uid medium (Figure 1) [5].

Figure 1 — The so-called ABCDE-mechanism of biological con-
version of brown coal (modified after Fakoussa, 1991). The ar-
row syndicate structures that can be attacked by different micro-
bial agents: A — alkaline substances; B — biocatalysts (oxidative
enzymes); C — chelators; D — detergents; E — esterases [5]

The nature and direction of the processes occurring
during diagenesis can be viewed by comparing the proper-
ties of peat and LRC. The most noticeable differences are
in their group composition. Peat still contains the constit-
uent parts of the original plants (carbohydrates, lignin,
etc.), but they are almost absent in LRC. Humic acids are
present in both peat and LRC. However, humic acids are
formed and accumulated during peat formation and its’
quantity decreases in the diagenesis process (Table 1) [6].

Table 1 — Group composition of fossil fuels (wt. %)

There are three groups in the brown coal group compo-
sition: bitumoids, humic acids and residual coal. During
carbonization, humic acids of earthy brown coal are trans-
ferred to residual coal of solid brown coal [7].

Table 2 shows the comparative characteristics of
brown coal and HS by elemental composition [8].

Table 2 — LRC and HS similarities

Element Humic Acid, Coal
%
Carbon 53.8-58.7 60-70
Hydrogen 3.2-6.2 6.0-5.8
Oxygen 32.8 34
Nitrogen 0.8-4.3 15
Sulfur 0.1-15 0.2-10

Fossil fuels
Coal
Sub- -

Soft Solid L
stanc® | peat | brown | brown | B Anthra-
groups nous .

coal coal coal cite

(LRC) (LRC)

Bi-

tumoids 8 12 6 5 2
Poly-

saccha- 29 3 - - -
rides

Humic | 47 | 65 22 - -
acids

Humin

(resid- | ¢ 20 72 95 98
ual

coal)

The paper focused on theoretical research of the bio-
chemical features of LRC treatment. To achieve the aim,
the following tasks were set:

— theoretical analysis of biochemical features of coal
treatment with the methodological approach forming;

— review of bioactivators of intensification processes
of LRC bioconversion.

2 Research Methodology

2.1 Biochemical principles of metals leaching
from coal

Biological leaching is one of the most successful bio-
technological approaches of heavy metals’ removal [9].
Unlike other environmental pollutants, the removal of
heavy metals from the environment is difficult. These met-
als cannot be chemically or biologically degradable. Vari-
ous methods of physico-chemical treatment are effectively
used to extract toxic heavy metals from soil and water, but
they have some unavoidable disadvantages, such as low
productivity and a huge price, unlike the biological meth-
ods. In the research works [10, 11] several principles and
mechanisms of the bio-leaching process were determined.

Fig. 2 shows the flowchart of features of the bio-leach-
ing process.

Bio-leaching principles
Bindingwith |
complexing agents |

Oxidation and
reduction reactions

Formation of organic
or norgamc acids

Bio-leaching mechanisms

Figure 2 — Principle diagram of biochemical features of leaching
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There are two types of mechanisms such as direct and
indirect. First needs physical contact between bacteria and
metal sulfide particles. Under the indirect mechanism, bac-
teria oxidize the ferrous ion to the ferric ion state, regener-
ating the ferric ion, which is necessary for the chemical
oxidation of the sulfide mineral [9].

Figure 3 shows the contact, contactless and coopera-
tive mechanisms of the bio-leaching process.

Bacteria
feeding in

S-colloids

symbiosis
X = (OH), L.f v
o= 34 A o2 or
G)'/ Fe— Fe e
4 ;." S,

Capsule

Positive 3+ 2
poscatial [~ Fe™. SO, Released sulphur
colloids and
globules, particles
a b c

Figure 3 — Patterns of direct and indirect interaction of the bacte-
ria with pyrite: a — contact leaching; b — non-contact leaching;
¢ — cooperative leaching [12]

Sulfuric acid is the main inorganic acid that is found in
leaching conditions. Many organic acids are formed by
bacterial (and fungal) metabolism that leads to organic ac-
idosis, the complexes and chelates formation [13].

The bacteria then enter the reaction by oxidizing fer-
rous ions to the ferric state, thereby regenerating the pri-
mary oxidant. The direct contact mechanism is independ-
ent of the action of ferric ions, requiring only intimate
physical contact between the bacteria and the sulphide
mineral under aerobic conditions.

The dissolution of metal sulphides is controlled by two
different reactions, i.e. the thiosulfate and polysulfide
pathways.

The thiosulfate pathway is applicable only to acid in-
soluble sulfides of metals, such as pyrite.

The mechanism of the pyrite bio-leaching is given be-
low [13]:

FeS, + 6Fe3" + 3H,0 — S,03% + 7Fe?" + 6H* (1)
S,03% + 8Fe3* + 5H,0 — 2S04% + 8Fe?" + 10H* (2)

In total, these two equations can be presented in this
form:

FeS, + 14Fe®" + 8H,0 — 2S0.% + 15Fe?* + 16H* (3)

The main role of microorganisms in this mechanism is
to catalyze the regeneration of ferric ions by aeration. It’s
shown in the equation:

14Fe? + 3.50; + 14H+ — 14Fe3* + 7TH,0 (4)

Equations (3) and (4) describe the indirect mechanism.

The general reaction based on the primary of oxygen
oxidation is given below:

FeS; + 3.50; + H,0 — Fe?" + 25042 + 2H* (5)

Equation 5 represents the direct mechanism of pyrite
removal from coal.

The polysulfide pathway is applicable to acid-soluble
metal sulfides, such as PbS, ZnS, FeAsS and CuFeS,.

The mechanism of the zinc sulfide bio-leaching reac-
tion is shown below:

8ZNS + 14Fe®* + 2H'—> 8Zn2* + 14 Fe?"+ H,Sg  (6)
HoSs + 2Fe®* — Sg + 2Fe?* + 2H* (7)

The role of the microorganisms in this mechanism is
twofold:

— catalyzation of the regeneration of ferric ions used for
the chemical oxidation of intermediate hydrogen sulfide to
elemental sulfur through the formation of polysulfides;

— catalyzation of the generation of sulfuric acid in order
to maintain the required number of protons in the first
stage of the mineral dissolution reaction.

It is obvious that the high oxidation rate from ferrous
to ferric iron is important for an efficient biological leach-
ing process of sulfide minerals.

2.2 Bio-desulphurization of coal

The organisms can be classified based on whether they
can remove inorganic or organic sulfur from coal: (a) ob-
ligate autotrophs oxidize only pyritic sulfur, (b) facultative
autotrophs oxidize pyritic sulfur and some organic sulfur
compounds, (c) heterotrophs oxidize only some organic
sulfur compounds [14].

Bioleaching process using acidophilic sulfur oxidizing
bacteria (Acidithiobacillus ferrooxidans, Acidithiobacillus
thioosidans) and neutrophilic microorganisms (Aspergil-
lus niger) has been intensively investigated for successful
removal of metals from sediment, municipal solid, and
sludge [15].

Mesophilic and moderately thermophilic acidophilic
chemolithotrophic bacteria (ACB) and archaea, particu-
larly, mesophilic representatives of the genus Acidithioba-
cillus — Acidithiobacillus ferrooxidans and Acidithiobacil-
lus thiooxidans dominate in the process of inorganic sul-
fur’s removing. Information about the use of other ACB’s
representatives in the process of coal desulfurization is not
enough. There is information about the use for these pur-
poses of a representative of the genus Acidithiobacillus —
a strain of Acidithiobacillus ferrivorans, which has distinc-
tive ability to grow on tripton and soy broth along with the
properties common to typical representatives of Acidithi-
obacillus. The strain isolated from the acidic drainage wa-
ters of the Balikesir field (Turkey) and identified by mo-
lecular genetic analysis using 16S rRNA as Acidithioba-
cillus ferrivorans was able to oxidize sulfur and iron [16].

The data showed that 26.7 % of sulfur was removed by
Alicyclobacillus in a few days; however, 49.1 % of sulfur
was removed by Acidithiobacillus in 30 days. This was in-
teresting since the leachings of zinc, strontium, titanium,
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and iron by Alicyclobacillus, obtained in a few days, were
almost the same as the leachings by Acidithiobacillus in
30 days. The results obtained also showed that the Alicy-
clobacillus cells growing at 55 °C removed most of the
coal impurities without any change in the carbon content
of this fuel. To the best of our knowledge, coal leaching by
Alicyclobacillus is reported for the first time [17].

According to study [18] Acidithiobacillus ferrooxidans
had significantly promoted the biodesulfurization of coal
and bioleaching of coal’s pyrite. After 16 days of pro-
cessing, the total sulfur removal rate of coal was 50.6 %,
and among them the removal of pyritic sulfur was up to
69.9 %.

The adapting of the Acidithiobacillus ferrooxidans
population at higher concentrations of ferrous sulphate
(18g/1 Fe?*) determined a raised efficiency of coal desul-
phurization at values between 63.1-88.5 %. In addition,
raising the solid/liquid ratio from 0.05 to 0.1 g/ml deter-
mined the increasing of the coal biodesulphurization effi-
ciency, which gets to 57.3-76.4 % for the pit coal and
72.2-82.5 % for lignite. The comparative results regarding
the efficiency of coal desulphurization in the presence of
A ferrooxidans cultures illustrated that the P7 population
oxidized the highest percentages of sulphur from coal
(54.8-63.1 %) [19].

In study [20], low-rank lignite coal sample collected
from Jining coalfield of Shandong province in China was
subjected to desulphurization by using a new bacteria and
Acidithiobacillus ferrooxidans isolated from the native
coal mine site. The molecular identification of the
16S rRNA gene showed that the new native bacteria was
Pseudomonas sp., denoted as NP22, and it is reported for
the first time for the capability to remove about 46 % of
total sulphur from the lignite coal. Analytical characteriza-
tion indicated that total sulphur content of lignite coal was
reduced to 2.8 % and 3.2 % by using two microorganisms.
In addition, the calorific value of lignite coal was not af-
fected adversely after two microorganisms' desulphuriza-
tion but rather its calorific value increased from 6.2 to
6.4 kcal/g, and 6.3 kcal/g, however, the ash content of the
lignite coal was eliminated.

Accordingly, the removal of sulfur compounds and
heavy metals from LRC occurs in the same biochemical
process of the coal components transformation by sulfur-
oxidizing microorganisms under aerobic conditions.

With certain coals, the direct mechanism for oxidation
of pyrite may be limited because the microorganisms are
too large to enter most of the coal pores as shown in
Figure 4.

The process is accompanied by the acid’s formation,
which supports the low pH values, favorable for the vital
and oxidative activities of ACB [16].

Bio-desulphurisation of organic sulphur was carried
out in most of the literature by using model compounds,

which are frequently recognized as the organo-sulphur
compounds in coal. Various organisms such as Rhodococ-
cus erythropolis IGTS8 (ATCC 53968), Shewanella putre-
faciens, Brevibacterium, Rhodococcus sp. IGTS8, thermo-
philic Paenibacillus sp. A11-2 and B. Subtilis WUS2B,
Mycobacterium sp., Gordonia sp., Microbacterium,
Lysinibacillus sphaericus and so forth, were also explored
for bio-desulphurisation of coals. Most of these investiga-
tions stressed upon the relevance of bio-desulphurisation
of coal with the microbes while testing their potency to de-
grade the organic S-compounds expected in coals [21].

2FeS,+70,+2H,0 -Addophile__, areso, +2H.50,
(Exampie - At. ferrooxidans)

—> Heterotroph (Example - R, erythropolis|

Liquid Microbial
Medium

Macropores

JueIqBA 119D |edRdeg

Micropores
Assimilated by microbial

\: DBT Monooxygenase cells or waste product of
I: DBT 5,5-Dioxide Monooxygenase desulphurization
= Hydroxypheny! b Iphi desulphi

Figure 4 — Bimodal pore structure of coal
and pyrite oxidation [7, 8]

Dibenzothiophene (DBT) is a model compound for or-
ganic sulfur in fossil fuels, and its desulfurization pathway
removes this sulfur. Rhodococcus sp. IGTS8 can use
dibenzothiophene as a sole source of sulfur [22].

Pseudomonas sp. C18 can metabolize dibenzothio-
phene, naphthalene and phenanthrene by a single pathway.
The names of the enzymes in the pathway are not given,
only the DOX operon, which encodes them in its 9 open
reading frames (ABDEFGHIJ). The pathway is very simi-
lar to the one of naphthalene and the enzymes have high
sequence identity with the naphthalene enzymes, thus the
corresponding names have been used for the enzymes.
Naphthalene dioxygenase, the enzyme that initiates this
pathway, is used in a biotechnological process to synthe-
size the blue jean dye indigo. This versatile enzyme has
many other catalytic abilities, which are documented in a
table of the Reactions of Naphthalene 1,2-Dioxygenase
[23] (Figure 5).
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Figure 5 — Graphic representation of biotransformation paths in coal desulphurisation processes:
a — dibenzothiophene desulfurization graphical pathway map; b — dibenzothiophene degradation graphical pathway map

2.3 Development of the methodological
approach of the biotechnological integrated
processing of LRC with biogas production

Bioconversion is accomplished by adapting microor-
ganisms to coal in the presence of other appropriate nutri-
ent components. This processing can have several step that
includes different type of transformation LRC under aero-
bic and anaerobic conditions (Figure 6).
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Figure 6 — Integrated MicGAS™ biotechnology
process flow scheme [8]

The model for biochemical parameters determining has
been developed (Figure 7) to assess the effectiveness of the
coal use as a mineral substrate by various groups of micro-
organisms.

In the work [24], mixed cultures of T. ferrooxidans AM
and T. thiooxidans AM were used for desulphurization of
coal. These cultures were isolated from sediments of river,
which flows through a coal belt containing high sulphur.
Isolated cultures were stored and maintained on a nutrient
medium with coal containing sulphur.
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Seeding methods on dense and in liquid nutrient sub-
strates consider only viable cells of microorganisms. If we
need to isolate and consider the widest possible range of
microorganisms inhabiting this substrate, we use the Koch
method and at the same time select a substrate where mi-
croorganisms with different properties can grow. How-
ever, it is not possible to identify all groups of microorgan-
isms on the same substrate due to significant physiological
and biochemical differences between them. The basis for
isolating and determining the number of representatives of
microorganisms’ individual groups is the obtaining of ac-
cumulative cultures by creating elective conditions. This
was in similarity with findings in different studies by
[25, 26].

Bacteria are isolated from the soil in the following way.
Individual soil samples are taken with a clean tool from
each horizon, mixed samples are taken across several ho-
rizons by a cylindrical drill from no less than five points of
the field along one or two diagonals. The larger the field
area, the more individual samples are needed. According
to [27] numbers of colonies appearing on solid media were
determined by examining the plates at a magnification of
x10 with a stereomicroscope. Each count represents the
mean for a series of dilution steps with three plates at each
dilution and was calculated based on the dry weight of the
soil and dilution factors.

Further, a soil suspension is prepared from water and
the soil protected from impurities, and it is used to prepare
dilutions. Dilutions are made in sterile 0.5 % aqueous so-
lution of NaCl. Decimal dilutions are most often made;
that was confirmed in [28].

The suspension of microorganisms obtained after dilu-
tion is used to determine the number of microorganisms by
sowing on various nutrient substratum and/or to consider
the number of microorganisms using direct microscopy, as
well as to study the qualitative composition and morphol-
ogy of microorganisms by microscopic methods.

Vinogradsky—Shulgin—Brida method is used in various
modifications to determine the number of microorganisms
in a variety of natural substrates — in soil, polluted water,
optically opaque environments. Counting cells on fixed
stained smears is reduced to the fact that in a certain vol-
ume of the investigated suspension, directly under the mi-
croscope, the number of microorganism cells is counted.
The use of fixed smears makes it possible to save prepara-
tions for a long time and to count not in the course of ex-
perience, but at a time convenient for the researcher.

Meat-peptone agar (MPA) is often used as a nutrient
substrate for cultivating soil microorganisms. It is suitable
for cultivating of many heterotrophic microorganisms. Mi-
croorganisms of various systematic and physiological
groups grow on MPA after seeding from the soil: Gram-
negative bacteria of the genus Pseudomonas, Flavobacte-
rium, gram-positive spore-forming bacillus of the genus
Bacillus, cocci of the Micrococcus and Sarcin genus, vari-
ous mycobacteria (Mycobacterium genus) and some
higher actinomycetes (Streptomyces genus).

The microbes that are present in the test material and
grow on a selective substrate can be isolated into pure cul-
ture. This can be confirmed by microscopy. The Gram
stain was carried out in accordance with the generally ac-
cepted method [29]. Identification of cultures was carried
out according to Bergey’s Manual of Determinative Bac-
teriology [30] based on data from morphology, physiology
and biochemical properties of microbial cells.

The research is carried out in two directions: the first
one — the allocation of accumulated culture from the soil
or another environment; the second is the research of the
development’s dynamics of the required ecological and
trophic microorganisms’ groups on the proposed substrate
(LRC, etc.).

The advantage of deep cultivation is that this method
does not require large areas and cumbersome equipment,
the capacity of fermenter can be increased by the height
enlargement. Easy maintenance, the possibility of automa-
tion, convenience of removing the intact solid product
from the culture fluid are also the advantages of this
method.

In this case the removal of aerobic bacterias occurs on
the surface in a laboratory thermostat TGU-01-200, where
microorganisms receive oxygen directly from the air.

Chemical methods include:

1) the use of chemicals that absorb molecular oxygen.
Pyrogallol alkaline solution, sodium dithionite (Na2S204),
metallic iron, monovalent copper chloride and some other
reagents are used as molecular oxygen absorbers in labor-
atory practice.

2) the use of reducing agents that are added to most
substrates for decreasing their redox potential: sodium thi-
oglycolate, cysteine, ascorbic acid.

The methods that limit the access of air to the growing
culture for the cultivation of anaerobic bacteria use:

— growing in a high layer of substrate;

— growing in a dense substrate’s layer;

— cultivation in viscous substrates where the diffusion
of molecular oxygen into a liquid decrease with an increas-
ing its density;

— filling the substrate with a high layer of sterile vase-
line oil or paraffin.

Research has been continued on seeking new and mu-
tant microorganisms for different biotransformations and
on biodegradation of organic compounds as models for mi-
crobial studies such as destructions of lignin, organic sul-
fur compounds, car-boxyl groups and organic nitrogen
bonds [31].

The most common compound used as a model for or-
ganic sulphur compounds in coal is dibenzothiophene
(DBT) [21]. Two new bacterial isolates capable of diben-
zothiophene (DBT) degradation to benzoic acid through
the 4S-pathway were isolated from different Egyptian hy-
drocarbon polluted soil samples. These organisms, desig-
nated NShB1 and NShB2, were tentatively identified as
Aureobacterium sp. and Enterobacter sp., respectively as
determined by 16S rDNA gene sequence analysis. DBT
degradation pathway has been identified by GC-MS. The
NShB1 and NShB2 strains were capable to degrade up to
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approximately 49 % and 36 % of 1 000 ppm DBT, respec-
tively within 7 days of incubation at 30 °C and pH 7 [32].

However, the important direction is the research of the
natural microorganisms’ associations capable to effec-
tively carry out complex bioconversion of LRC with the
formation of an integral biochemical model of the process
in artificially created cultivation conditions.

The analysis of the ecological-trophic groups of micro-
organisms was carried out and Table 3 with the conditions

of their cultivation was formed with using electronic data-
bases such as KEGG database, BacDive and EAWAG-
BBD. Thus, the main groups of microorganisms and the
conditions in which they can be cultivated were analyzed,
which will further help to choose the best option for com-
bining them for carrying out a complex bioconversion of
brown coal.

Table 3 — Analysis of the cultivation conditions of different ecological-trophic microorganisms’ groups
involved in the desulfurization and methanogenesis in the LRC processing

Genus Bacterium spe- Culture substrate pH Temperature Aerobic or an-
cies aerobic
Acinetobacter Acinetobacter strain is undemanding to growth
calcoaceticus factors, grows well on conven-
tional nutrient substrates (meat
peptone broth (MPB), meat pep-
tone agar (MPA), dry nutrient | 7.0-7.2 30°C Aerobic
agar (SPA)). It forms small,
round, non-pigmented colonies,
shiny, with a smooth edge on
agar substrates
Acidithiobacillus Acidithiobacil- | strain is cultivated on substrates
lus ferrooxidans | with iron (lI), manganese (II) | 1.0-4.0 25-30 °C Aerobic
ion, elemental sulfur, thiosulfate
Acidithiobacil- | and sulfide ions as the sole
lus thiooxidans | source of energy. Itisnotableto | 1.5-2.15 20-23 °C Aerobic
use sugar and peptone
Aureobacterium - strain is cultivated with constant
mixing (150 rpm) during
12 days in an_enwronment that 79 28 °C Acrobic
does not contain phosphates, and
which is prepared on 50 mm
HEPES buffer
Desulfobacter - cultivated in the substrate of 70-76 28 °C Anaerobic
Postgate C
Methanosaeta Metha_r_]osaeta De Ley Method 8.0 17 °C Anaerobic
concilii
Methanosarcina Methanosarcina | tested with 0.1 M sodium for-
barkeri mate or with a headspace of o .
200 kPa H-CO; (80:20) substi- | 00" 25°C Anaerobic
tuted for trimethylamine.
Rhodococcus Rhodococcus agar medium (meat-peptone
erythropolis agar, wort agar, glucose-po- | 6.0-8.5 28-30 °C Aerobic
tato agar agar)
Lysinibacillus Lysmlpacnlus cultivation on the Munz’s agar 6.5-8.0 10-37 °C Aerobic
sphaericus substrate

The goal of some coal bed producers is to extend coal
bed methane productivity and to utilize hydrocarbon
wastes such as coal slurry to generate new methane. How-
ever, the process and factors controlling the process, and
thus ways to stimulate it, are poorly understood. Subbitu-
minous coal from a nonproductive well in south Texas in
[33] was stimulated to produce biogas in microcosms

when the native population was supplemented with nutri-
ents (biostimulation) or when nutrients and a consortium
of bacteria and methanogens enriched from wetland sedi-
ment were added (bioaugmentation). The native popula-
tion enriched by nutrient addition included Pseudomonas
spp., Veillonellaceae, and Methanosarcina barkeri. The bi-
oaugmented microcosm generated methane more rapidly
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and to a higher concentration than the biostimulated mi-
crocosm. Dissolved organics, including long-chain fatty
acids, single-ring aromatics, and long-chain alkanes accu-
mulated in the first 39 days of the bicaugmented micro-
cosm and were then degraded, accompanied by generation
of methane. The bioaugmented microcosm was dominated
by Geobacter sp., and most of the methane generation was
associated with growth of Methanosaeta concilii.

The ability of the bioaugmentation culture to produce
methane from coal intermediates was confirmed in incu-
bations of culture with representative organic compounds.

Thus, methane production could be stimulated at the
nonproductive field site and that low microbial biomass
may be limiting in situ methane generation. In addition, the
microcosm study suggests that the pathway for generating
methane from coal involves complex microbial partner-
ships.

Figure 8 shows that only completely unspecific en-
zymes have a chance of attacking the coal structure re-
cently according to [35].

“Fulvic Acids" « Limit » "Humic Acids"
no precipitation
by acid

tendency to precipitate

-

COOH - groups »-

relative amount

" Ratio COOH-groups / Zoxygen function
5 || Retio COOH - groups oMW .

o J
share of fulvic acids molecular
HCOOH werg'ﬁlla

5000 +This secion shoukd ndicte et the molecuiar waight
is very variable due to polymerisation reactions

share of humic acids

Figure 8 — Flow diagram of different features of coal-derived
humic and fulvic acids, modelling their heterogeneity
(the relation of humic to fulvic acid is optional) [35]

References

The population isolated in [34] includes strains of the
genera Rhodococus sp., Pseudomonas sp.,
Mycobactenum sp. and sulfate-reducing microorganisms.
Clostridium sp. and Bacillus sp. were morphologically
defined.

The concentration of microorganisms in the mixture in-
jected into the LRC is equal to the sum of their concentra-
tion in the sludge and in the accumulative culture, diluted
20 times during preparing the mixture of accumulative cul-
ture and sludge from digester in a ratio of 5:95.

Should be noted, in Ukraine humic products are mainly
used as soil regulator for fruit trees, oil vegetables and
short-term nutrition absorbing crops such as rice, wheat,
etc. It can also be used as multi-functional high effective
compound fertilizer after combination with the elements of
nitrogen, phosphorus and potassium.

Further research is expected to lab-scale investigate
ability to support biomethane production under brown coal
bioconversion. The important direction of the research is
microbiological investigation of the natural microorgan-
isms’ associations capable to effectively carry out complex
bioconversion of LRC with the formation of an integral bi-
ochemical model of the process in artificially created cul-
tivation conditions.

3 Conclusions

The biochemical parameters of LRC treatment were
analyzed and methodological model of their using was
formed to assess the effectiveness of the coal use as a min-
eral substrate by various groups of microorganisms. Thus,
biotechnological approach is the promising way for the in-
tegrated processing of LRC to produce biogas and humic
substances. At the same time, an important technological
aspect is the removal of sulfur compounds and heavy met-
als from processing products. In this way, it is important to
expand the bioenergy potential of brown coal to produce
methane after biogas purification from impurities.

Different bacteria genera were considered under LRC
biotreatment with biogas production and their cultivation
conditions such as Desulfobacter sp., Methanosaeta sp.,
Methanosarcina sp., Rhodococcus sp., Lysinibacillus sp.
etc. Thus, the main groups of bioactivators were analyzed,
which will further help to choose the best option for com-
bining them for carrying out a complex bioconversion of
brown coal.
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BacDive i EAWAG-BBD. 3 mMeToto po3po0iieHHsT €KOJIOTTYHO OE3MEYHOr0 HAPSIMKY BUPOOHHIITBA 6iorasy i ryMiHo-
BUX NPOJYKTIB 3aCTOCOBAHO METOMOJIOTIYHUH MiAXix Ta c)OpMOBaHA NMPUHIHUIIOBA CXeMa O010XIMIYHHX JOCHTIIKEHb
nepepoOKH HU3BKOSKICHOTO BYTiJLISL.

Ki1ro4oBi cj10Ba: HU3bKOSIKICHE BYTDIA, 610XIMiYHI 0COOIMBOCTI, 610Ta3, TYMiHOBI KHCJIOTH, €KOJIOTO-TPOdivdHI TPYyITH
MIiKpPOOpPTaHi3MiB.
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