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Abstract. Force modeling in metal cutting is important for various purposes, including thermal analysis, tool life
estimation, chatter prediction, and tool condition monitoring. Numerous approaches have been proposed to model
metal cutting forces with various degrees of success. In addition to the effect of work piece materials, cutting parame-
ters, and process configurations, cutting tool thermal properties can also contribute to the level of cutting forces. The
process of orthogonal metal cutting is studied with the finite element method under plane strain conditions. A numer-
ical procedure has been developed for simulating orthogonal metal cutting using a general-purpose finite element
method. The focus of the results presented in this work is on the effect of forces on the tool by variation of cutting pa-
rameters. The result is simulated with the analytical value for evolution of effective force for cutting material under

various cutting condition.

Keywords: AISI 1020 steel, shaping, analytical model, finite element model, orthogonal cutting.

1 Introduction

Being the fundamental model for all cutting processes,
modelling of the orthogonal cutting has been one of the
most important problems for machining researchers for
decades. Understanding the true mechanics and dynamics
of the orthogonal cutting process would result in solution
of major problems in machining such as parameter selec-
tion, accurate predictions of forces, stresses, and tempera-
ture distributions. In order to optimize machining pro-
cesses three-dimensional models are indispensable that
are capable to simulate three-dimensional chip flow using
one cutting edge.

2 Literature Review

Both analytical and numerical methods have been used
in the literature to model orthogonal cutting processes.
The first successful mathematical attempt for understand-
ing of the mechanics of orthogonal cutting is made by
Merchant [1]. He studied the continuous type chips and
formulated the deformation zone, i.e. the shear plane that
is responsible for the formation of the chip by force equi-
librium and the minimum energy principle. Although his
work has several important assumptions, it is still widely
used to understand the basics of the cutting process. Later,

many researchers [2—7] worked on the modeling of
the orthogonal cutting. After some deceleration in the
research on cutting process mechanics due to the
developments in CNC and CAD/CAM technologies,
the process research regained some momentum in
recent years. Many predictive models have been pro-
posed by means of analytical, semi-analytical or
completely numerical methods up to now. Semi-
analytical models, where some of the values are iden-
tified from the cutting tests, usually yield high predic-
tion accuracy, however they may not always provide
insight about the process [8—10]. In addition, the cut-
ting tests can be time consuming depending on the
number of variables and their ranges. Some analytical
models may provide sufficient insight about the pro-
cess and the solution times are usually very short.
They can be grouped in some categories such as
Johnson Cook material model [13], the slip-line mod-
els [15-19], and thin and thick shear zone models
[20-22]. There are also several studies where the
friction in machining is investigated. However, there
are still issues in modeling the rake contact zone
which involves the friction between the tool and the
work piece due to the complex nature of the chip-tool
contact. The objective of this study is to propose an
orthogonal cutting model that integrates the primary

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. A 1-A 10
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and secondary deformation zones’ effects on the cutting
process. In modeling of the primary shear zone the study
of Dudzinski and Molinari [21] is used. The model uses a
thermo-mechanical constitutive relationship which is
transformed to a Johnson-Cook type material model in
this study. The shear plane is modeled having a constant
thickness. In their later model, they modelled the friction
on the rake face as a temperature dependent value. How-
ever, they just considered sliding contact conditions
which may be valid for very high cutting speeds.

On the other hand, numerical models, such as FEM,
[11-14] could provide much more detailed information
about the process, such as temperature and pressure dis-
tribution on the rake face, however their accuracy is ques-
tionable and the solution times can be very long. A three-
dimensional FEM model was developed by Fang and
Zeng [26] based on coupled thermo-elastic-plastic materi-
al flow. The model utilized a rigid tool and hence unable
to simulate stresses inside the cutting tool. Cutting forces
were measured at different inclination angles of the tool.
The model was however, not validated experimentally.
Zou et al. [27] made a new Orthogonal cutting model by
using an upper bound approach. They introduced two new
variables based on process kinematics that replaces chip
flow angle and coefficient of friction in the traditional
scheme. The chip flow angles predicted from the new
model were found to be comparable with the experimental
results. In numerical modeling methods, both finite dif-
ference methods (FDM) and finite element methods
(FEM) have been used to model orthogonal cutting pro-
cesses. An FDM model to predict temperature fields in
orthogonal cutting was developed by Lazoglu and Islam
[28]. The proposed a new method based on elliptical
structural grid generation and the computational expense
was found to be much less as compared to the conven-
tional FE models. The temperature predictions were found
to be in good agreement with the experimental data using
the proposed finite difference method. Li and shih [29]
developed a 3D finite element model (FEM) using Ad-
vantEdge to simulate orthogonal turning of titanium. The
model can predict cutting forces, temperature at the tool-
chip interface and chip thickness and the effect of various
process parameters and cutting geometries can be investi-
gated. In addition to continuous chip formation, serrated
chips were also modeled. All the results are found to be in
close agreement with the experimental observations. In
addition to traditional Lagrangian scheme, Arbitrary La-
grangian Eulerian (ALE) method was also employed by
researchers to model orthogonal cutting processes. An
ALE model for orthogonal cutting of AISI 4340 with
cemented carbide tools was developed by Llanos et al.
[30]. Chip flow angles and cutting forces were predicted
with different cutting parameters and tool geometries.
Overall a good correlation was found with the experi-
mental findings. The outputs of the proposed model are
the cutting forces, the stress distributions on the rake face.
Although the model is still under development, the final
aim of the model is to develop a cutting process model
which needs minimum amount of calibration tests. The
friction and material constants can be obtained from or-

thogonal cutting tests. After the calibration, the model
can be applied for all machining operations using the
same tool and work piece material.

This study aims to model orthogonal cutting pro-
cess in shaping operations for AISI 1020 steel. Unlike
ALE models which are computationally expensive,
the developed model uses a Lagrangian approach
technique. The model is able to predict initial chip
formation, chip growth and steady state chip for-
mation and does not need any prior assumption re-
garding the chip flow. The accuracy of the model is
verified by comparing depth of cut, feed and radial
forces with the analytical data. In addition tool per-
formance and surface integrity of the work piece is
analyzed using stress distribution in the work piece
and the cutting tool.

3 Research Methodology

3.1 Johnson—Cook material model

The flow stress models that describe the work material
behaviour as a function of temperature, strain and strain
rate are considered highly necessary to represent work
material constitutive behaviour under high-speed cutting
conditions for work materials. Unfortunately sound theo-
retical models based on atomic level material behaviour
are far from being materialized as reported by Jaspers and
Dautzenberg [9]. Therefore, semi empirical constitutive
models are widely utilized. Among such models, the
constitutive model proposed by Johnson and Cook [13]
describes the flow stress of a material with the product of
strain, strain rate, and temperature effects that are indi-
vidually determined as given in the following equation:

ey fom "
O =[A+EI'_EH}'][1+c1n: ‘;ﬁ q[l—: I"_T E:T ] (1)
\ P

WU

In the Johnson-Cook (JC) constitutive model, the pa-
rameter A is the initial yield strength of the material at
room temperature and a strain rate of 1 s and Z repre-
sents the plastic equivalent strain. The equivalent plastic

strain rate <= is normalized with a reference strain rate

Z45, The temperature term in the JC model reduces the
flow stress to zero at the melting temperature of the work
material, 7, leaving the constitutive model with no tem-
perature effect. In general, the constants A, B, C, n, and m
of the model are fitted to the data obtained by several
material tests conducted at low strains and strain rates and
at room temperature as well as the split Hopkinson pres-
sure bar (SHPB) tests at strain rates up to 10* s™' and at
temperatures up to 600 °C [8, 9].

The JC model provides a good fit for strain-hardening
behavior of metals and it is numerically robust and can
easily be used in FEM simulation models [13]. Zerilli and
Armstrong (ZA) derived an alternative constitutive model
for metals with a crystal structure distinction by using
dislocation-mechanics theory [14].
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The orthogonal cutting tests results for AISI 1020 are
adopted from Oxley [6] that are performed for 0.2 % car-
bon steel. The cutting conditions are given in Table 1. The
flow stress data of SHPB tests adopted from Jasper and
Dautzenberg [18] is combined with the flow stress deter-
mined under the orthogonal cutting conditions. The con-
stants of the JC material model for work flow stress are
computed as A = 333, B =737, C = 0.008, n = 0.15, and
m = 1.46 for the extended ranges of strain (0.051-1.070),
strain-rate (1-17 766 s_l) and temperature (20-721 °C).

Those constants are found in close agreements with
the ones determined by Jasper and Dautzenberg [9],
as given in Table 1, indicating the success of the pro-
posed methodology.

The details of the computed process variables in the
primary and secondary deformation zones are given in
Table 2. The parameters of the tool-chip interface friction
model are also computed by using the methodology pro-
posed in this study as shown in Table 1.

Table 1 — Material constants for the Johnson-Cook model obtained from SHPB tests [9]

1 7‘771’ A’ B7
Material Reference oC MPa MPa c n M
AISI 1045 [9] 1460 553.1 600.8 0.0134 0.234 1.00
AISI 1020 [9] 1525 333.0 737.0 0.0080 0.150 1.46
AL 6082 T-6 [9] 582 428.5 327.7 0.0075 1.008 1.31
Ti6Al4V [17] 1 630 862.5 331.2 0.0120 0.340 0.80
Ti6Al4V [16] 1 630 782.7 498.4 0.0280 0.280 1.00
Table 2 — Orthogonal test mild steel [9]
v, t, t, Trz, Tins = = 4B
m/min mlm m2m /;B S t Kenip ap ‘Z%B Eint Zgiﬁt N/ ?rllgm2
100 0.125 0.4 428 627 223.8 1.07 5488 1.55 1.50 558.5
200 0.125 0.3 474 681 128.6 0.87 16 488 1.28 5.35 648.6
100 0.250 0.6 447 701 214.9 0.87 17 766 1.28 10.70 579.5
200 0.250 0.7 467 662 193.6 0.97 5861 1.42 0.98 579.3
100 0.500 1.1 494 721 206.6 0.82 10 632 1.21 3.18 624.4
200 0.500 1.2 450 674 211.9 0.78 12 653 1.14 7.70 614.0
100 1.000 2.3 458 649 192.9 0.82 3399 1.21 0.79 634.0
200 1.000 2.4 453 635 191.3 0.73 4814 1.07 2.37 647.0

3.2 The primary shear zone model

The plastic deformation is assumed to take place only
at the shear plane, and with plane strain conditions. Also
the shear plane is modeled as a thin plane but having a
thickness of 0.025 mm. Moreover, the shear stress distri-
bution at the outer boundary of the shear plane is assumed
to be uniform. With the assistance of the equations of
conversation of momentum and energy, and the constitu-
tive law, Dudzinski and Molinari [21] proposed to solve a
compatibility condition with an iterative procedure in
order to calculate the shear stress at the entry of the shear
plane, 7,. Moreover again from the equations of motion
for a steady state solution and continuous type chip. The
shear stress at the exit of the shear plane is calculated as
presented in works [21, 22].

3.3 Oxley’s analysis of machining

A simplified illustration of the plastic deformation for
the formation of a continuous chip when machining a
ductile material is given in Figure 1. There are two de-
formation zones in this simplified model a primary zone
and a secondary zone. It is commonly recognized that the
primary plastic deformation takes place in a finite-sized
shear zone. The work material begins to deform when it
enters the primary zone from lower boundary CD, and it
continues to deform as until it passes the upper boundary
EF. Oxley et al. [6] assumed that the primary zone is a
parallel-sided shear zone.

G,
ity

Figure 1 — Forces acting on the shear plane and the tool with
resultant stress distribution on tool rake surface [6]

There is also a secondary deformation zone adja-
cent to the tool chip interface that is caused by the
intense contact pressure and frictional force. After
exiting from the primary deformation zone, some
material experiences further plastic deformation in the
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secondary deformation zone. Using the quick-stop meth-
od to experimentally measure the flow field, Oxley [6]
proposed a slip-line field similar to the one shown in Fig-
ure 1. Initially, Oxley and co-authors assumed that the
secondary zone is a constant thickness shear zone. In this
study, we assume that the secondary deformation zone is
triangular shape and the maximum thickness is propor-
tional to the chip thickness.

3.4 Numerical experiment finite element
modelling of shaper tool

Numerical simulations with FEA were performed us-
ing the ABAQUS FE modeling software Advantage. Fea-
tures to model machining processes in the software in-
clude adaptive remeshing capabilities for resolution of
multiple length scales; multiple body deformable contact
for tool-work interface, and transient thermal analysis.
The material properties model contains deformation hard-
ening, thermal softening and rate sensitivity associated
with a transient heat conduction analysis for finite defor-
mations. A constant coefficient of friction 0.2 is assumed
in the simulations. The numerical simulations were per-
formed with the commercial code ABAQUS/Explicit. The
tool geometry and the cutting conditions are listed in Ta-
ble 1. Two minor differences are: element layer of 2 um
in the lagrangian mesh acting as an interface between the
upper part of the work piece (which will be cut forming

the chip) and the lower part of the work piece (which
will be the machined surface) to minimize the losses
of material due to erosion and allow separation as-
suming a von Mises type yield criterion and an iso-
tropic strain hardening rule for the work piece materi-
al, the yield stress o, is given by the Johnson-Cook
equation.

The tool was assumed to behave as an elastic solid.
Table 4 shows the detail properties of the work piece.
Table 5 shows the mechanical parameters and Table 6
the thermal parameters of both material models. An
element deletion criterion based on a critical value of
the equivalent plastic strain was considered in the
lagrangian mesh for the work piece material. This
serves to erode the thin layer keeping the material at
the chip. Previous work showed small influence of
this criterion in cutting forces and temperature distri-
bution, when critical value ranged from equivalent
plastic strain 0.5 to 3.5. No distortion was observed in
the mesh with this criterion.

An initial temperature of 293 K was fixed for both
solids. Although friction phenomena produce an in-
tense heating at the tool-chip interface, friction .3 was
considered as a first approximation to the problem.
Numerical model was used to analyze influence of
several parameters in model results (cutting forces
and chip formation mainly).

Table 3 — The cutting condition and tool geometry used in Lagrangian approach

Clearance Rake Velocity, Depth of cut, Cutting
angle angle m/min mm environment
0.5 0.10 100 0.5;1.0 Dry

Table 4 — Workpiece properties of 1020 low carbon steel (mild steel)

Minimum properties Ultimate tensile strength, Psi 87 000
Yield strength, Psi 72 000
Elongation 10 %
Rockwell hardness B89

Chemical composition | Iron (Fe) 99.08-99.53 %
Manganese (Mn) 0.3-0.6 %
Carbon (C) 0.18-0.23 %
Phosphorus (P) 0.04 % max
Sulphur (S) 0.05 % max

Table 5 — Mechanical parameters of

the workpiece and tool material models

. o2 E, A, B,
Material ke I GPa v MPa | MPa n c e m B
WP:AISI1020 mild steel 7 833 210 | 0.30 | 333 | 737 | 0.15 | 0.0080 | 1 1.46 | 0.9
Tool: CNMG 120404 (carbide tip) 14 500 450 |1 0.19 | 896 | 656 | 0.50 | 0.0128 | — | 0.80 | —

Table 6 — Thermal parameter of the work piece and tool

. Specific heat, Thermal conductivity,
Material T(kg-K) W/(m-K)
WP:AISI1020 mild steel 586 52.0
Tool: CNMG 120404 (carbide tip) 234 33.5
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4 Results and Discussion

4.1

Analytical approach to calculate cutting force, feed
force and stress generation on the tool and work piece was
calculated from taking the value from Tables 2-3. The
analytical calculation was considered for 100 m/s. For this
velocity the different data were taken from previously
conducting experiment that is Table 2 [9]. The chip thick-

Numerical simulation results

ness ratio and shear stress generated on the work
piece were used to calculate shear angle, co-efficient
of friction and cutting force generated on the work
piece. Similarly Tables 1-2 used together to find out
the stress generated on the chip during orthogonal
cutting operation. The various models like Johnson-
Cook material model, Oxley’s analysis of machining
were used to find out the cutting force, feed force and
stress generated in cutting process.

Table 7 — Analytical results

(l))feé)lil Clearance Rake Cutting forces and flow stress
mm ’ angle angle F, F, F, o, » MPa
0 0 195.1 | 299.8 55.01
10 285.9 | 382.0 | 196.63
05 5 0 195.1 | 299.8 55.01 704.7
10 285.9 | 382.0 | 196.63
0 0 416.1 | 659.8 | 175.55
10 483.7 | 552.4 | 202.80
1.0 5 0 416.1 | 659.8 | 175.55 7551
10 483.7 | 552.4 | 202.80

In all the above cases depth of cut, clearance angle and
rake angle are very according to requirement. When depth
of cut increases cutting force and feed force value all so
increases. The result of the cutting force and feed force
directly depend upon the depth of cut and rake angle. The
Johnson—Cook material model, primary shear zone model,
Oxley’s machining model, and analytical model were
used to find out the result by using analytical equation.
The clearance angle has no effect on calculating cutting
forces. Its value remains same for same depth of cut and
rake angle for whatever the clearance angle. The stress
generated on tool chip interference remains same for indi-
vidual depth of cut. The clearance and rake angle has no
effect on the calculation of Stress generation. The result-
ant stress calculation was derived from Johnson—Cook
material model equation and material parameters.

Finite element validation of cutting force, feed force
and stress in machining of the AISI 1020 steel was ad-
dressed in present work. The finite element analysis is
done by ABAQUS mechanical explicitly software. A
work piece block was prepared with a dimension of
(50x4x15) mm’. The material properties assignment was
given from Johnson-Cook material model. A solid homo-
geneous section was assigned to the model. The proper
meshing was done over the work piece model to evaluate
good result. The meshing is here up to 12 000 elements.
The fix boundary condition was given to the model except
the cutting zone. The same process maintained for the tool
also.

The material properties for the tool were calculated
from Johnson—Cook material model. Material section and
meshing was also given to the tool model. In boundary
condition tool movement direction was given, velocity
100 m/s was maintained.

The different depth of cut maintained with different
rake and clearance angle in this analysis. Detail analysis
described below with graphical result.

For depth of cut 0.5 mm, 0° clearance angle and 0°
rake angle, the maximum cutting force was found as
365 N at the starting point of the tool in X direction
and minimum force was 302 N at the end point of the
tool. The maximum feed force in this analysis was
105 N at the starting point of the tool in Y direction
and minimum feed force was 38 N at the end point of
the tool in the same direction. The maximum stress
generated in this analysis was 8.5-10° Pa and mini-
mum stress was 6.2-10° Pa. The result of this analysis
was given in Figures 3—6 in terms of graphical view.

Figure 2 — Showing boundary conditions
of tool and workpiece

For depth of cut 1.0 mm, 0° clearance angle and
10° rake angle, the maximum cutting force was found
as 580 N at the starting point of the tool in X direction
and minimum force was 524 N at the end point of the
tool. The maximum feed force in this analysis was
238 N at the starting point of the tool in Y direction
and minimum feed force was 176 N at the end point
of the tool in the same direction. The maximum stress
generated in this analysis was 8.1-10° Pa and mini-
mum stress was 6.8-10° Pa. The result of this analysis
was given in Figures 7—10 in terms of graphical view.

The above process of finite element experiment
was conducted for two different depths of cut 0.5 and
1.0 mm, two different rake angles 0° and 10° and two
different clearance angles 0° and 5°. Likewise 8 ex-
periments have been carried out to find out the result.
The result table is given in Table 8.
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Figure 3 — Showing tool movement over work piece from start to end point
for depth of cut 0.5 mm, 0° clearance angle and 0° rake angle
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Figure 4 — Showing cutting force generated in X direction for
depth of cut 0.5mm, 0° clearance angle and 0° rake angle

120

T
o 0.0005 0001 0.0015 0.002 00025 0.003 0.0035 0.004

100 k\
80

—

3

FeedForce (Ft)

20

o T T T T T T T

Distance (m}

Figure 5 — Showing feed force generated in Y direction for
depth of cut 0.5mm, 0° clearance angle and 0° rake angle
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Figure 6 — Showing von Mises stress generated along chip flow direction
for depth of cut 0.5mm, 0° clearance angle and 0° rake angle
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Figure 7 — Showing tool movement over work piece from start to end point
for depth of cut 1.0 mm, 0° clearance angle and 10° rake angle
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Figure 8 — Showing cutting force generated in X direction for
depth of cut 1.0 mm, 0° clearance angle and 10° rake angle
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Figure 9 — Showing feed force generated in Y direction for
depth of cut 1.0 mm, 0° clearance angle and 10° rake angle
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Figure 10 — Showing von Mises stress generated along chip flow direction
for depth of cut 1.0 mm, 0° clearance angle and 10° rake angle
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Table 8 — Finite element analysis result

Cuttin, Feed
Depth Clearance | Rake force:g force Stresgs 04z,
of cut, 10° Pa

mm angle angle F.,N . F,N . .
max | min | max | min | max | min
0 0 365 302 105 38 8.50 | 6.20
05 10 450 382 238 170 8.20 | 6.50
’ 5 0 318 279 85 38 8.40 4.50
10 423 365 225 175 8.30 | 4.80
0 0 691 622 200 152 8.53 6.32
10 10 580 524 238 176 8.10 | 6.80
’ 5 0 715 635 239 179 8.32 6.82
10 614 539 220 175 8.51 4.90

4.2 Comparison of the results

In this paragraph, a comparison between analytical re-
sults using the model reported in Table 8 and FE simula-
tion presented in Table 9.The detail result was given be-
low.

In this comparision the analytical rasult and the finite
element result were not equal in any perticular point. The
value of cutting force and feed force were maximum at
the tool point or edge. The value were gradually decreases
to wards the end point of the tool.

Stress generation on tool chip interference very
with in the range of (5.0-8.5)-10® Pa. From the graph
it was clear that numerical approach (FEM) result for
cutting force, feed force and stress generated on the
tool chip interference is more than the analytical
result. There was a varition of 20-100 N on feed
force and cutting force by comparision of both the
process. Stress generated on chip flow direction also
very from point to point. By taking the maximum
resultant case on each observation it was found that a
diifference of (0.5-1.0)-10° Pa between both the
process.

Table 9 — Comparisons between analytical result and finite element result

. Finite element analysis
(I))feé)li? Clearance Rake Analytical result cesult

mm ’ angle angle F., F, 04B, F., Fy, 04B1»
N N 10°Pa| N N | 10°Pa

0 0 299.8 55.01 7.04 365 105 8.50

05 10 382.3 196.63 7.04 450 238 8.20

’ 5 0 299.8 55.01 7.04 318 85 8.40

10 382.0 | 196.63 7.04 423 225 8.30

0 0 659.8 | 175.55 7.55 691 208 8.53

10 10 552.4 | 202.80 7.55 580 238 8.10

' 5 0 659.8 | 175.55 7.55 715 239 8.32

10 552.4 | 202.80 7.55 614 220 8.51

Reasons for significant difference in analytical and
FEM model results:

1. Material parameters.

The material properties which are used to calculate
analytical result for AISI 1020 steel is different from
Johnson-Cook model material parameters. In FEM
Johnson-Cook parameters with material properties are
used to validate the FE experiment. These parameters are
considered from previous experiment data. These are
depend upon material flow rate, melting temperatue of
material, properties of body and working condition.

2. Adiabatic heating.

Heat generated in the metal cutting can have a
significant effect in the difference between the model
result. The heat generation also directly affect the result of
cutting forces and stress generation. The heat generation
mechanism are the plastic work done in the primary and

secondary shear zone and the sliding friction along
the tool chip interference. In metal cutting process
heat generated in the work piece and chip does not
have sufficient time to diffuse away. Therefore
temperature rise in work piece and chip is mainly due
to localized adiabatic heating. Due to this reason also
there is a significant difference between both the
models.

3. Separation criterion.

This criterion states that chip separation occur
when the stress along the cutting path reach a critical
combination at a specified distance in front of the tool
tip. To implement this criterion in ABAQUS the
cutting path in work piece is defined by contact
surface. Paired finite element nodes on the contact
surface are initially in the perfect bond. When the
chip separation criterion is met at the specified
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distance in front of the tool tip, the pair of finite elements
above and below the contact surface immediately before
the tool tip will separate thus this process also partially
affect the difference between the model results.

4. Friction generation.

Friction plays a very important role in metal cutting. It
not only determine the power requirement for removing a
given volume of metal but also controls the surface
quality of the finish product and the rate of wear of
cutting tool. Friction is also difficult to model in the metal
cutting. In analytical model friction is solely depends
upon the frictional angle ‘B’ and frictional angle depend
upon chip thickness ratio. Chip thickness ratio already
determined from experimental data. For a particular
cutting, a frictional angle is fixed. So for a particular
operation a particular result is developed. The friction is
depend upon the rake angle and clearance angle which are
used in the operation. So the resultant forces and stress
generation inanalytical process solely depend upon the
friction coefficient, rake angle and clearance angle which
are used in the analytical model equation to find out the
result. On the other hand in FEM simulation by ABAQUS
friction is taken as a constant from 0.2-0.9 which is vary
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" HarionanbHuii TexHOIOriuHMit iHcTHTYT iM. B. P. AM6eakapa, Ipang Tpank poyx, 144011, m. ITenmka6, Tuis;
2 Texuonorigauii kosemx im. JI. Hapasmna, Paiizen poyn, 62021, m. Marnx’s [lapagem, [amis

AHoTanisi. MoJie/TtoBaHHS CHJT pi3aHHI MeTaly Ma€ BXKJIMBE 3HAUCHHS [T Pi3HUX I[iJIeH, BKIFOUAIOUX TePMiUHHIMA
aHali3, OIIHKY pecypcy iHCTPYMEHTY, IPOTHO3YBaHHS PecypCy i MOHITOPHHT CTaHy iHCTPYMEHTY. 3alpOIIOHOBAHO
YHCIIOBI METOIY MOJIEIIOBAHHS CHJI Pi3aHHS METAleBUX 3aroTOBOK. J[0AaTKOBO BCTAHOBIEHI MapaMeTpu MpOLECy
pizaHHs netanei, mo OOpOONAITHCS, TEMJIOBI BIACTUBOCTI Pi3albHOTO IHCTPYMEHTY. [Ipoliec OpTOrOHAIBHOTO
pi3aHHs METaIy MOCTIDKYEThCS METOIOM CKIHUCHHHX EJIEMEHTIB 332 YMOB TIOCKOT nedopmariii. Po3pobiieHa yrcnosa
mpolenypa, L0 peayidye MeToJ] CKIHUYSHHHMX eJIEMEHTIB JUIi MOJEIIOBaHHS OPTOTOHAIBHOIO pi3aHHS CTaneil
3aranpHOro npu3HaveHHs. OCHOBHA yBara MpHIiJIeHa pe3ylbTaTaM OO BIUIUBY CHJI Pi3aHHS HA IHCTPYMEHT IpU
3MiHi TapaMeTpiB pi3aHHA. Pe3ynpraT BU3HAYAIOTHCS SK aHATITHYHO TaK i YHCIOBUMH METOJAMH JUIS 33aHOI CHIIH
pizaHHSA MaTepiany 3 pi3HHMH ITapaMeTpaMu MpoIecy.

KurouoBi ciioBa: crans AISI 1020, hpopmyBaHHs, aHaTiTHUHA MOJIENb, CKIHUEHHOGIEMEHTHA MO/IeJIb, OPTOrOHAIbHE
pizaHHsL.
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Abstract. In the article the advantages of introduction and reasons of low efficiency of the quality management
system at the machine-building enterprises are determined. The methods and tools of the quality management system
are considered. The conducted analysis of publications has made it possible to distinguish areas in which studies are
carried out on the implementation and effective use of the quality management system at machine-building enterpris-
es. A comparative analysis of two versions of ISO 9001 standards has been performed. A functional scheme of prod-
uct quality management has been developed. The work of domestic and foreign authors on the assessment of the ef-
fectiveness of the quality management system is considered. The proposed method will allow controlling the quality
of products at all stages of theirs production. The application of this method makes it possible to assess the function-
ing of the processes of the machine-building enterprise to determine the most critical ones in terms of quality, as well
as can be used to assess both the basic processes of production and the assessment of elements or operations.

Keywords: quality, quality management system, assessment, efficiency, measuring system.

1 Introduction

In the context of the rapid development of the interna-
tional trade, the quality of products becomes an important
tool for increasing competitiveness. The success of do-
mestic machine-building enterprises (ME) in the external
and domestic markets depends entirely on how their
products meet the requirements of customers and interna-
tional standards of ISO 9000 series [1].

DSTU ISO 9000:2015 states “a quality-oriented organ-
ization promotes a culture that results in behavior, atti-
tudes, activities and processes that add value by meeting
the needs and expectations of customers and other rele-
vant stakeholders” [2].

Today, there is no doubt, the quality is impossible to
provide only by the control method. One should pay es-
sential attention to quality management (QM). An effi-
cient QM product makes it possible to avoid various fail-
ures in the work, to detect and eliminate them in a timely
manner with the least losses for the enterprise.

Worldwide practice has shown in order to increase the
company's competitiveness, the application of interna-
tional standards of ISO 9000 series today is a reliable tool
for building an effective quality management system
(QMS). It provides an opportunity to objectively evaluate
the wishes of consumers, turn them into requirements for
products, establish production opportunities, find weak-

nesses that impede the achievement of the required
quality, choose the correct corrective and preventive
actions, assess the level of customers satisfaction and
other participants in the production, and outline ways
its development.

According to the results of the annual survey of the
International Organization for Standardization [3]
among the 191 countries which received
ISO 9001:2008 certificates by 2017, Ukraine ranks
the 60™ place (601 certificates) and ISO 9001:2015 —
57" place (702 certificates). Among the CIS coun-
tries, Ukraine ranks the third place yielding only to
Belarus and Russia.

Domestic enterprises are actively implementing
QMS, however, as surveys of employees show, about
60-80 % of QMS are ineffective. The reasons for this
are the formal approach to their creation (not for the
sake of quality, but for the sake of the certificate,
confirmation of its existence), the inattention of the
enterprise managers to such a system, the low qualifi-
cation of the enterprises personnel in the field of qual-
ity management, the attempts to solve new tasks by
trials and errors, by the forces of service quality only
and so on [4].

Thus, increasing the efficiency of QM products,
and therefore ensuring the competitiveness of MEs in
both domestic and foreign markets, can be attributed
to the today priorities.
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2 Literature Review

Many publications have been devoted to the question
of QM products. Significant contribution to the develop-
ment of the theoretical and methodological recommenda-
tions made both overseas and domestic scientists. Among
them, one can note the researches of E. Deming, J. Juran,
F. Crosby, K. Ishikawa, A. Feigenbaum, G. Taguchi,
J. Harrington, V. Shapiro, M. Shapoval, R. Bychkivsky.
But despite the significant contribution to the theory of
QM, the practical aspects of the formation of an effective
QMS, taking into account the specifics of the Ukrainian
ME:s, still remain insufficiently researched.

The purpose of this paper is to summarize the experi-
ence with product quality management, to analyze the
existing methods of assessing the effectiveness of the
QMS, to identify insufficiently researched issues and to
formulate prospects for further work in this direction.

3 Research Methodology

The continuous improvement of the quality and com-
petitiveness of products have caused the rapid develop-
ment of the systems, methods and tools of the QMS.

An invaluable contribution to the development of QM
has been made by American scientists E. Deming and J.
Juran. The well-known Deming cycle PDCA, used in
quality systems, is the Deming chain reaction, which indi-
cates the linkage of product quality with the company's
core performance indicators, the 14 principles of Deming,
which underlie the successful work of QM [5, 6].

In the guidelines for small and medium-sized enter-
prises of the International Organization for Standardiza-
tion [7] and several other sources [4, 8-10] it was stated
seven simple tools for quality control were developed by
K. Ishikawa, known as “father of quality control circles”.
Japanese experience has shown 95 % of problems in the
workshop can be solved by using seven simple means of
quality control: process flow charts; check sheets; graphs;
Pareto analysis; cause and effect diagrams; scatter dia-
grams; control charts. They are intended to analyze quan-
titative data on quality and allow relatively simple, but at
the same time scientifically grounded methods to solve
95 % problems of analysis and QM in the various fields.

However, when new products create, not all facts have
a numerical nature. There are factors that are subject only
to verbal descriptions. Accounting for these factors is
about 5 % of quality problems. These problems arise
mainly in the management of processes, systems, teams,
and when solving them, along with statistical methods, it
is necessary to use the results of operational analysis,
optimization theory, psychology, etc. Therefore, a power-
ful and useful set of tools was developed, which made it
possible to ease the task of QM when analyzing these
factors, which are called seven new quality control tools.
They are systematized and generalized by S. Mizuno [7]:
affinity diagram; communication diagram; tree diagram;
matrix diagram; arrows chart; diagram of the program
implementation process; matrix of priorities.

Proven by time, they are increasingly applied to
domestic MEs. However, the results of their applica-
tion do not always coincide with the expectations of
managers. Therefore, a lot of attention is paid to the
problems of implementation and effective use of
QMS at Ukrainian enterprises.

The analysis of publications made it possible to se-
lect the directions in which the research is conducted.

For example, Dryzyuk V. and Fedak O. [4] deter-
mined the advantages of QMS implementation and
analyzed the reasons for their ineffective implementa-
tion at domestic enterprises. Problems, ways of over-
coming them and the prospects for the implementa-
tion of QMS are considered by Dolgaleva O. V., Or-
lov P. A., and Boychuk N. Ya. [8-10]. Rudenko L.
studied the international experience in QM and pro-
spects of its use at Ukrainian enterprises. Dragno-
va N. I. in her work considered the directions of the
development of QMS and analyzed their advantages
and disadvantages. Chekmasova I. A. and Marchen-
ko T. B. offer a methodology for the implementation
of QMS in the enterprise [11-12].

A considerable experience in the field of QM theo-
ry and the concept of building an integrated QMS has
been accumulated. The importance of their imple-
mentation at the ME is reflected in works by Val-
yavsky S. M., Momota O. I, Filipova S. V., et al.
[13-15].

The results of scientific research in the field of QM
from the point of view of the process approach are
presented in the works of Podvyshennoy N. V., Ku-
bishin N. S., Klavdienko N. V., et al. consider QMS
as an element of innovative enterprise development
[16, 17].

Shvets V. Ya., and Ivanova M. 1. provide practical
guidance on the formation of an effective integrated
QMS. They propose the creation of a special structur-
al subdivision at the enterprise, which will ensure the
continuing suitability, adequacy and effectiveness of
QMS products [18].

During the research, a comparative analysis of two
versions of the standards the previous ISO 9001:2008
and the new ISO 9001:2015 was performed. It
showed the new version contains a number of signifi-
cant changes. More attention is paid to the principles
of process approach, leadership, employee involve-
ment and risk-oriented thinking. In our opinion, the
main objective of the change in the standard is the
need to focus on process management, which will
provide insight and continuous satisfaction of re-
quirements, achievement of efficient functioning of
processes; improving processes based on the evalua-
tion of data and information [2].

The author's vision of the structure of the QMS,
which takes into account the whole life cycle of prod-
ucts, the PDCA cycle, principles, meets the require-
ments of ISO 9001:2015, are presented in Figure 1.
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Figure 1 — Functional scheme of product quality management

According to [2, 19], the QMS is based on the seven
principles of QM. One of the principles is to improve:
successful organizations are constantly improving.

ISO 9001 standards state one of the main tools for im-
proving the organization's performance in the field of
quality is the assessment of the effectiveness of the exist-
ing QMS. “It is important for the organization to regularly
monitor and assess both the implementation of the plan
and the effectiveness of the QMS”. Another principle of
QM involves making decisions based on factual data.
Solutions which are based on the analysis and evaluation
of data and information likely give the desired results [2,
19].

Thus, the assessment of the effectiveness of the QMS
is an important but rather difficult task. On the one hand,
there is an obvious need to receive an actual confirmation
that the implemented QMS is really functioning and en-
sures the achievement of the goals of the organization. On
the other hand, the effectiveness of processes is constantly
affected by a large number of heterogeneous factors, the
consideration and accounting of which is a major prob-
lem, which critically complicates the task of assessing the
effectiveness of the QMS in general and the effectiveness
of its individual processes in particular.

However, the standards [1, 2] do not propose a mecha-
nism for a comprehensive assessment of the effectiveness.
Therefore, issues related to the problem of adequate and
objective evaluations, as well as further analysis of the
effectiveness of the QMS, become a problem of both
theoretical and practical significance.

The analysis of existing methods for assessing the ef-
fectiveness and efficiency of QMS showed there are a
large number of methods described in the scientific litera-
ture and those applied in practice by domestic and foreign
enterprises. For example, the methods of balancing the

system of indicators and self-assessment of key ele-
ments of the QMS are widely used according to the
recommendations of the standard ISO 9004:2009, the
Malcolm Boldridge Grant Rating Scale, the method
for determining the perfection based on EFQM crite-
ria, benchmarking (comparative assessment with
leading companies), etc.

In works [20, 21] authors have recommended to
use the system of Norton and Kaplan balanced indica-
tors to assess the effectiveness of the QMS, which
allows at the same time to take into account the inter-
ests and the degree of satisfaction of all interested
parties.

Gorbenko N. A. based on the of the proposed clas-
sification of optimal quality indicators, has developed
a unified system of dependencies of the evaluation of
the processes of enterprise QMS, which can be car-
ried out in one of twenty variants, depending on the
compliance of the individual quality indices with one
of the four characteristics of the proposed classifica-
tion and the importance of the process in the QMS
[22].

Gunkalo A. V. proposed to prioritize the QMS
processes during its evaluation (based on quality poli-
cy and goals) to ensure the development of corrective
and preventive actions and their timely implementa-
tion, according to the degree of significance, taking
into account available costs, by developing a process
management model using the system of controlled
process indicators [23].

Authors [24] recommend using two types of rating
methods for the assessment of QMS. The rating is in
absolute form and in a comparative form by changing
the parameters of the work of QMS in time or at indi-
vidual enterprises. Such approaches require an as-
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sessment of a significant number of indicators that may
change as a result of the implementation or improvement
of the QMS.

Chaban O. P. proposed a vector method for assessing
the products quality and services that takes into account
the broad set of unit quality indices and, through the
modules and the quality phase, allows one-to-one numeri-
cal integral estimation to be obtained [25].

In work [26] Trish G. N. developed a unified system of
dependencies of single quality indicators of heterogene-
ous processes with a dimensionless scale of evaluation,
which allows one to evaluate processes in one of twenty
variants, depending on the types of the processes quality
indicators and the importance of the process itself in
QMS. The algorithm of estimation of dynamic character-
istics of processes quality with the use of criteria of non-
parametric statistics is developed, which allows to obtain
an estimation of the process quality taking into account
the time of its functioning.

Zubretskaya N. A. [27] focused on solving the problem
of ensuring the reliability of multicriteria assessment and
prediction of the quality of industrial products at the stag-
es of design, manufacturing and operation using adaptive
methods and intelligent decision support systems. She
proposed a conceptual model of the information system of
multicriteria assessment, forecasting and quality man-
agement of industrial products.

Morteza R. Z. has developed a toolkit to assess the
compliance of the standards of management systems
based on the use of “expert ranking”, followed by “Pareto
compromise” by choosing a rational solution that allows
to classify the degree of compliance with the standards
used to integrate the standards and determine the stand-
ard, the main requirements of which accepted as the basis
of the integration process.

In [28] N. V. Tereschenko noted that any newly made
decision and, accordingly, the change in the number of
implemented actions is reflected in the dynamics of the
relevant performance indicators. That is why it is pro-
posed to use the rate of indicators’ growth assigns of the
ordering indicators. In accordance with these require-
ments, he proposed using the model of index valuation of
performance (MINOR) to measure the effectiveness of
the QMS and to determine measures to improve it. The
offered model allows to reveal critical areas of enterprise
activity, which directly influence the quality of production
and competitiveness of the enterprise.

Ol’khovskaya O. L., Zaika A. A., and Bal’zan M. V.
[29, 30] suggest the use of an automated evaluation of the
effectiveness of QMS, based on the method of fuzzy mul-
ticriteria analysis, which involves the use of expert evalu-
ation of project indicators, the accounting of pair compar-
isons instead of quantitative estimates, the consideration
of varying importance criteria, which is evaluated by
experts.

While Kovalev O. I. in his work [31], for the automat-
ing evaluation process, he considers the model of the
quality of activity and functioning of the enterprise (Eng-
lish activity and functioning, A&F) from the point of view
of all possible results, which implies observance of the

efficiency of the logical sequence of “resources —
direct results — direct and indirect end results”.

K. Szczepanska and M. Urbaniak indicate that the
methods for assessing the effectiveness of the QMS
improvement should be incorporated into a coherent
measurement system and offer tools that allow organ-
izations to assess the effects of improvements in the
QMS, such as internal and external audits; risk man-
agement, performance indicators and process effi-
ciency, customer satisfaction assessment, qualitative
cost analysis; analysis of best practices and self-
esteem [31].

R. Ginevicius and V. Petraskevicius on the basis of
the proposed classification of the process quality
indicators, created a system of interconnections be-
tween different sizes of individual quality indices and
their values on an immensely large scale, which, in
their opinion, allows us to obtain a quantitative as-
sessment of the quality of any process at an enter-
prise, given its importance in the QMS at a certain
point in time and to analyze the situation during this
time [33].

There is, therefore, a sufficiently large number of
methods for assessing the effectiveness of the QMS,
but the vast majority of them are used after the prod-
uct has been manufactured, which makes it possible
to determine the quantity of the defect and not to
control it at all stages of the product life cycle. A
method is needed to assess the impact of various fac-
tors directly on the quality of processes and to obtain
objective information about their functioning.

4 Conclusions

Assessment of the effectiveness of QMS products
is an important and rather difficult task, as the effec-
tiveness of processes is constantly influenced by a
large number of various factors, which complicate the
task of assessing the effectiveness and efficiency of
QMS. The conducted analysis of publications has
made it possible to select the areas in which studies
are conducted on the implementation and effective
use of the quality management system at the ME and
to consider the work of domestic and foreign authors
on the evaluation of the effectiveness of the QMS. It
is established that for today there is no single method
for conducting an assessment of the effectiveness of
the QMS, therefore the issue remains relevant and
requires further research.

A method is proposed that will allow controlling
the quality of products at all stages of its production.
The application of this method makes it possible to
assess the functioning of the ME processes to deter-
mine the most critical in terms of quality and can be
used to assess both the basic processes of production
and the evaluation of elements and operations.

In our opinion, the practical use of the proposed
method allows solving several problems at once: to
carry out a quick and effective assessment of all MP
processes; to study in detail the structure of processes
operating in the enterprise; it is reasonable to choose
the process for improvement.
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AHaJi3 iCHyI04HX Teopiii Ta KOHUenuiil oiHIOBAHHS
e(peKTUBHOCTI yIPaBJIiHHA AKICTIO NPOXYKILil
3anora B. O.l, Smmna T. B.l, Junnuk O. ,[[.2

' Cymchknit nepkaBHuil yHiBepcuTeT, Byl Pumchkoro-Kopcakosa, 2, 40007, M. Cymu, Ykpaiua;
?Konoronchkuii inctuTyT CyMCHKOTO I€psKaBHOIO YHiBEpCUTETY, Byl Mupy, 24, 41600, m. Konoton, Ykpaina

AHoTamisi. Y crarTi BH3Ha4YeHI IepeBard BIPOBA/DKCHHS Ta IPHYNHM HHU3BKOI €(QEKTHBHOCTI CHCTEMH
YIOPaBIiHHA SAKICTIO HAa BITYM3HSHMX MAIIMHOOYNIBHHX MiANpUEMCTBaX. PO3risHyTi MeToam Ta iHCTPYMEHTH
CHCTEMH yIpaBIiHHA sKicTio. [IpoBeneHnid aHami3 MyOiKaliid AaB 3MOTY BUOKPEMHUTH HAPSMKH, B SIKHX BEIYTbCS
JNOCIIJDKEHHST IIOAO0 BHPOBA/DKEHHS Ta e(EKTUBHOTO BHKOPUCTAaHHS CHCTEMH YIpPAaBIiHHA SIKICTIO Ha
MaIIMHOOYIIBHUX HinnpreMcTBax. BukoHaHo mopiBHsUIbHMIL aHaui3 ABoX Bepciit crangaptiB ISO 9001. Po3pobnena
(yHKLIOHATBHA CXeMa YIPaBIiHHS SKICTIO NPOAyKii. Po3risHyTi poOOTH BITUM3HSIHMX i 3apyOKHHUX aBTOPIB IOZ0
OIIHIOBaHHSA €(EKTUBHOCTI CHCTEM YIMPABIiHHS SKICTIO. 3alPOIMIOHOBAHO METOM, KN TO3BONUTH KOHTPOIIOBATH
SIKICTH MTPOAYKIIi Ha BCIX eTamax ii BUTOTOBJIEHHS. 3aCTOCYBaHHS I[LOI'O METOMIY A€ MOXKJIMBICTD 3[IMCHUTH OLIHKY
(YHKIIOHYBaHHS TIPOIECIB MAIIWHOOYAIBHUX MIiAMPUEMCTB JJsl BH3HAYCHHS HAHOLIBII KPUTHYHOTO 32 piBHEM
SIKOCTI Ta MOXKE 3aCTOCOBYBATHCBH JUISl OILIHIOBAHHS SIK OCHOBHHX HpOIECIB BHPOOHHMIITBA, TaK 1 €IEMEHTIB Ta
oreparii.

KurouoBi ciroBa: sixicTh, cHCTEMa YIpaBIIiHHS SKICTIO, OLIHIOBaHHS, €()eKTUBHICTh, BUMiPIOBaIbHA CHCTEMA.
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Abstract. It was studied in the article the possibility of intensification of removal of non-metallic inclusions in a
teeming ladle during holding without any additional external influences on the metal (argon blowing or electromag-
netic stirring). Increasing the efficiency of removal of non-metallic inclusions is achieved by creating in a teeming la-
dle during tapping a circulation pattern that accelerate the floating of inclusions. The described effect is achieved by
using a rational shape of the workspace of the teeming ladle, which has been found as a result of “water” modelling.
To carry out the experiment, the authors have proposed the similarity numbers describing the floating of non-metallic
inclusions in the ladle during the tapping and for some time after its completion. On the basis of the proposed similar-
ity numbers, an experimental facility and the experimental method were developed. In the course of the experiment,
the construction of linings of several types was studied. Ladles of the best design provide by 16—-19 % faster removal
of non-metallic inclusions from steel than in ladles of conventional design. The results of the research can be useful
for mini-plants and enterprises with ladles of small capacity, where the use of argon blowing and electromagnetic

stirring is technologically and economically unreasonable.

Keywords: “water” modelling, floating, non-metallic inclusions, damping devices.

1 Introduction

It is well known, that non-metallic inclusions (NI) in
steel are not only concentrators of internal stresses, but
also under certain conditions can cause corrosion destroy-
ing of steel [1]. The main sources of steel pollution by NI
at the stage of tapping from BOF into the ladle are fur-
nace slag, fragments of the ladle lining and products of
deoxidation.

Usually NI are removed from steel by floating up due
to the Archimedean force and the convection in liquid
steel. At the same time for the small NI prevails the influ-
ence of convection, and for large — the Archimedean
force [2]. Intensification of this process is carried out by
accelerating upward flow of the melt by means of inert
gas blowing or electromagnetic stirring. However, the
application of these measures for teeming ladles of low-
capacity is inappropriate due to the significant thermal
losses and the risk of getting the slag inclusions from the
cover slag back into the metal with the injection of argon.
Electromagnetic stirring requires significant capital ex-
penditures for its implementation.

Therefore, the only technologically expedient way for
NI removing from steel is to hold the metal melt in the
ladle for optimal time.

2 Literature Review

Sang-Ik Chung et al. [3] were exploring the removal of
NI during the processing of steel in ASEA-SKF. By using
mathematical modeling and statistical analysis of indus-
trial data they have determined that the removal of NI
with the diameter of 10-100 pm is the most effective
under the condition of combined stirring of upward in-
duction stirring of 400 A and gas blowing of 5 1/min.

The similar research has been carried out by Lidong
Teng [4] on stainless steel. He has determined that during
Ar injection and simultaneous EMS inclusions with a size
of more than 5.4 um after LF-EMS is reduced by 50 %
compared to that after argon gas stirring ladle station.
Inclusions with a size of more than 5.4 um after LF-EMS
is reduced by more than 70 % compared to that after ar-
gon gas stirring.
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3 Research Methodology

3.1 Formularization of similarity numbers

Based on the results of the preparatory stage [5], the
authors, using the n-theorem, established that the process
of NI floating after filling the ladle can be described by
the Archimedes number (Ar), the modified homochro-
nality number (Ho,,) and the linear simplex (D):

3
Are w; )
Piig Viig
-Tz
Hom B 8 ; (2)
hliq
p-du 3)

where pj,, Ap — respectively the density of the liquid
and the density difference of the liquid and NMI, kg/m’;
g — acceleration of gravity, m/sz; dy; — diameter HB, m;
vi, — the kinematic viscosity of the liquid, m2/s;
7 — time, s; Ay, — the level of liquid in the ladle, m.

However, calculating the scales of simulation, the au-
thors have encountered the problem of choosing model
substances that would satisfy the condition:

Ar =idem,
Ho , =idem, )
D =idem.

The material that imitates NI must have a spherical
shape and also not dissolve and not form a conglomera-
tion in water. Polyethylene and stearin good satisfy these
requirements. However, the linear scale for these materi-
als is 1.8. It means that the model of a ladle must be 1.8
times larger than the original. Using a smaller linear scale
requires the application of a liquid with low density
and/or viscosity instead of water.

According to Markov [6], in case of too incomparable
linear parameters in a similarity number, it can be ne-
glected as not essential. Based on this statement and con-
sidering the small value of the linear simplex
D = 10 °-107*, authors have put forward the hypothesis of
self-similarity of the linear simplex D. It means that for
simulation of the process it is need only to provide the
value of linear simplex less than particular value.

3.2 Methodology of “water” modeling

For experimental confirmation of the hypothesis, an
experimental facility was assembled and a series of 15
experiments was carried out. The experimental facility is
shown in Figure 1.

The facility consisted of a set of ladle models 1 of dif-
ferent sizes. The necessity of use several models of dif-
ferent sizes is caused by the need to vary the magnitudes
of the Archimedes number and the linear simplex within
ranges of their definition independently of each other.

2 I
[~ ;
Figure 1 — The scheme of the experimental facility:

1 — model of the ladle; 2 — electronic scales; 3 — buffer vessel;
4 —halogen lamp; 5 — video camera

Before the experiment a charge of the stearin was
weighed on an electronic scale 2 with an accuracy limit
of 0.01 g. The weight of the charge is based on the simi-
larity of the volumetric concentration of powder in the
liquid on the model and the original of 2.88-107 m*/m’
[7]. The weighed powder sample was gently loaded onto
the bottom of the ladle, after which water was poured
from the buffer vessel 3. The height of the drain hole
above the bottom of the ladle model was changed accord-
ing to the linear scale for each experiment. From the bot-
tom, the ladle was illuminated by a 150 W halogen
lamp 4. The duration of floating was determined from the
video of the experiments that were taking by the video
camera 5 in the HD mode.

According to Markov [6], the self-similarity of a di-
mensionless number can be confirmed in following con-
dition:

dlgr,

=0, %)
dlgr,

where 7, and 7, — respectively the dimensionless func-
tion and its dimensionless argument.

Condition (5) is observed for 1gD < -2 (D < 0.01).
This means that to fulfil semblance of the floating NI
during holding steel in the ladle the diameter of the NI
must be at least 100 times smaller than the level of liquid
steel in the ladle.

As a result of following statistical analysis it has been
determined that the duration of NI floating can be calcu-
lated by using following equation:

Ho,, = 42420Ar*>'D % (6)

The results of equation (6) and Stocks equation are dif-
ferent. According Frolov [8] his difference might be
caused by turbulence during simultaneous floating of
large group of NI

3.3 Effect of lining design on duration of NI
floating up
On the next stage of research authors have varied the
shape of model workspace in order to determine the op-
timal for decreasing of floating duration. The following
shapes of model’s bottom have been offered (Figure 2).
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Figure 2 — Types of the shape of model workspace:
a— common design of the ladle; b — ladle equipped with fillet
and various damping device; ¢ — ladle equipped with fillet

Type (a) is common design. Type (c) has fillet be-
tween ladle’s bottom and wall with various rounding
radius. Type (b) has besides fillet also damping device of
various design in the place of steel jet impact. Offered
measures have to provide change of flow pattern in ladle
in a way to decrease duration of NI floating up.

The experiments were carried out on the model with
linear scale 1:10 and using the stearin granules average
size 750 um. In condition of these experiments stearin
granules simulate NI average size 320 um.

The experiment on each type of the shape of model
workspace was carried out three times. So for analysis
average value of duration of NI floating up were taken.

4 Results and Discussion

Considering that a time scale is about 1:3 the results of
experiment were converted for original teeming ladle of
60 t capacity. Comparison of average duration of NI
floating up for each type of the shape of model work-
space is shown on Figure 3.

bl ) b1l

b III

03:.00

02:24

01:48 -

min:sec
o
=
i
[2%)

00:36 -

Duration of NI floating,

bl Bl bV bV c ¢ t
[R:lO {R=20 [R=2S
Type of lining design mm) mm) mm)

00:00 I
a bl

Figure 3 — Comparison of various types
of the shape of model workspace

It is clearly seen that the best results were achieved
with using damping device in form of hemisphere (“b V)
and bowl (“b I”). Model equipped only with fillet has
shown the worst result (“c”).

Another important feature is the height of splash after
impact of metal jet with the bottom of teeming ladle. The
large splash leads to increase of metal surface that inter-
acts with atmospheric oxygen. This causes to secondary
oxidation of steel.

On the Figure 4 it was shown the splash after impact
of metal jet with the bottom of teeming ladle of type “b”
design (Figure 2). The largest splashes can be seen at the
ladles of types “b II, III, IV”. The splashes in these cases
reached almost to the edge of the ladle. For “b I” types
the splash was quite small and almost as the same height
as for the common ladle design. The shape of damping
device in form of hemisphere (“b V”, Figure 3) has pro-
vided no splash at all, only little turbulences at the fillet
between ladle’s bottom and wall.

Thus the “b V” type of the teeming ladle provides both
most efficient of NI remove from steel and the lowest
level of secondary oxidation during the tapping.

b1V bV

Figure 4 — Splash after impact of metal jet with the bottom of teeming ladle of various design

Obviously increase of efficiency of NI removal is a
consequence of flow pattern which is induced during
steel tapping. Increase of duration of NI floating up for

some types of the shape of model workspace can be ex-
plained by creating in liquid dead zones that keep NI
inside.
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5 Conclusions By using “water” modeling, authors have found the

shape of teeming ladle’s workspace that change the flow

Authors have proved that to fulfill semblance of the  pattern in ladle during the steel taping in a way to de-

floating NI during holding steel in the ladle the diameter ~ crease duration of NI floating up.

of the NI must be at least 100 times smaller than the level The use of teeming ladle equipped with damping de-
of liquid steel in the ladle. It makes possible to get accu- vice in form of hemisphere and bowl provides decrease of
rate results in research of NI removal on “water” models. duration of NI floating up by 1619 %.
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I[oc.nizmcemm nmpouecy BUJIy4Y€HHS HEMETAJTCBUX BKIKYCHD

B CTAJIePO3JIMBHUX KOBIIAX Pi3HOI KOHCTPYKIil
Mouanos JI. C.!, Cuseriu €. B.", Jlantyx O. C.', Pumkosa I. C.

! HanionansHa MeTanypriiiHa akagemis Yxkpaian, npoci. [arapiua, 4, 49600, m. Jluinpo, Ykpaisa;
% JlninpoBChKuit NepkaBHUI TeXHIYHMH yHiBepcHTeT, By, JIHinpoGyaisceka, 2, 51918, M. Kam’sHcbke, Yipaina

AHoTauisi. Y cTarTi AOCHi/KeHa MOXKIHUBICTh iHTeHCH(iKaIil BUIAIICHHS HEMETAJIeBHX BKIIOYEHb y KOBIII 0e3
OyIb-SIKOTO JOJAaTKOBOTO 30BHIMIHBOTO BIUIMBY Ha MeTaln (IPOXyBaHHS aproHoM abo eJeKTpOMarHiTHe
nepeminryBaHHs). [ligBUIIEHHS €(QEKTUBHOCTI BHIAJICHHS HEMETAJCBUX BKIIOYEHBb JOCATAETHCA 33 PAXYHOK
CTBOPEHHS LMPKYJALIl, 10 HPUCKOPIOE IUIABaHHA BKIOYEHb. OnucaHuil e(eKT H0CATAETbCS BUKOPHCTAHHAM
panioHanbHOT (GopMH PoOOYOro MPOCTOPY KOBIIA, OTHPUMAHOI y pe3yibTaTi MoJetoBaHHA. [l HpOBEAEHHS
EKCIIepUMEHTAIBHAX JIOCIi/DKeHb aBTOpPaMH 3alpoIOHYBaHi KpUTepii MOAIOHOCTI, L0 ONMUCYIOTh IUIABYYiCTh
HEMEeTaJIeBUX BKIFOYEHb y KOBIII MiJl Yac 3aJIMBaHHS 1 BIPOJOBXK JAESKOTO Hacy micis Horo 3asepmeHHs. Ha ocHOBI
3allPpONIOHOBAaHMUX KPUTEpiiB MOMIOHOCTI pO3poOJIeHO BIAMOBITHHUN eKCHepuMeHTanbHUE Meron. Ilim wac
EKCIIEPMEHTa BUBYEHO KOHCTPYKINIO NEKUTbKOX BUAIB (pyTepoBok. KoBmri Hallkpamioi KOHCTPYKIi 3a0€31euyoTh
Ha 16-19 % mBHIIIEe BWIYYCHHS HEMETAJICBUX BKJIIOYECHb 31 CTaN, HDX Yy KOBIIAX TPAAULiHHOI KOHCTPYKII.
Pe3ynbraTu JOCHIIKEHHS MOXYTh OyTH KOPHCHUMH Ha MAJIMX HiJNPUEMCTB, 110 BHKOPHCTOBYIOTH KOBIII Masol
HOTY)XXHOCTI, JIe 3aCTOCYBaHHsS TEXHOJOTii aproHHOrO IPOJIYBAHHSA Ta EJIEKTPOMArHiTHOIO IEepeMilllyBaHHA €
€KOHOMIYHO HeOOTPyHTOBAaHIMHU.

Konro4oBi ci1oBa: BogHe MOZETIOBaHHS, TNIABAHHS, HEMETaJICBE BKJIIOUCHHS, AeMII(epHUIT IPUCTPIHi.
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Abstract. In this work, the Ritz variational method for solving the flexural problem of Kirchhoff-Love plates un-
der transverse distributed load has been presented systematically in matrix form. An illustrative application of the ma-
trix presentation was done for simply supported rectangular Kirchhoff-Love plate under uniformly distributed load.
The application used a one term Ritz approximating displacement (coordinate, or basis) function. A one term Ritz ap-
proximate solutions obtained for center displacement of square plates showed a difference of 1.9 % from the exact so-
lution for displacement. Solution obtained for the bending moment at the center showed a difference of 7.9 % from
the exact solution for bending moment. The one term Ritz approximation for the maximum shear force showed a dif-
ference of —10.7 % from the exact solution. The results obtained for a one term Ritz approximation of the displace-
ment shape function was reasonably close for practical purposes.

Keywords: Ritz variational method, Kirchhoff-Love plate, shape function, total potential energy, principle of mini-

mization.

1 Introduction

Plates are three dimensional structures having one
transverse dimension that is very small in comparison
with the other (in-plane) dimension. They are usually
subjected to forces applied perpendicularly to their plane.
They therefore resist applied load by the development of
bending moments in two in-plane directions, and a twist-
ing moment. They can also be submitted to forces in the
plane of the plate. They are thus commonly encountered
structural forms used in floor slabs, bridge decks, founda-
tions, and naval and aerospace structural panels.

The mathematical problems of plate analysis belongs
to the three dimensional theory of elasticity governed by
the simultaneous satisfaction of the requirements of the
material stress-strain laws, the kinematic (geometric)
relations between strain and displacements, the differen-
tial equations of equilibrium and the loading and restraint
boundary conditions [1-4].

However, the full three dimensional theory of elasticity
problem has often been approximated to two dimensional
idealizations owing to the disparity in the scale of the
dimensions, especially in thin plates. The analysis and
theories of plates have been broadly categorized into two
using the thickness to breadth ratios, namely thick plate
theories (analysis) and thin plate theories (analysis). The

ratio of the maximum deflection to the thickness has
also been used as criterion in the classification of
plates as plates with small deflection, and plates with
large deflection.

This study uses the Kirchhoff-Love plate theory
also called the classical thin plate theory. The Kirch-
hoff-Love plate theory, is based on three assumptions
(Kirchhoff’s hypothesis) which reduce the equations
of the three dimensional theory of elasticity to two
dimensions. They are [5—7]:

1. Cross-sections that are perpendicular to the neu-
tral surface of the plate before bending remain
straight and normal after bending deformation.

2. The normal stress in the transverse (thickness)
direction is so small as to be insignificant, and is ne-
glected. Thus o,, = 0. This simplifies the three dimen-
sional stress-strain relations into a two dimensional
problem.

3. The transverse shearing strains y,, and y,, are as-
sumed to be zero. Thus the thickness of the plate does
not change during flexural deformation.

Apart from the Kirchhoff-Love plate theory, other
plate theories commonly used in the literature to ana-
lyse plates are: Mindlin plate theory [8], Reissner
plate theory [9], Levinson plate theory, shear defor-
mation plate theories, and Reddy’s plate theory.
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Methods used in the analysis of plates are broadly clas-
sified as: analytical (or mathematical) methods, and nu-
merical (or approximate) methods. The analytical meth-
ods, which seek to obtain closed form mathematical solu-
tions to the plate problem at every point in the plate do-
main include: Eigen function expansion methods, integral
transform methods, separation of variables methods, etc.
The numerical methods seek to obtain approximate solu-
tions to the plate problem. Some of the numerical meth-
ods are: variational methods [10], finite element methods,
finite difference methods [11], finite grid methods, resid-
ual methods, and boundary collocation methods.

The research aim is to present systematically, the Ritz
variational method for the flexural analysis of simply
supported Kirchhoff plates under transverse distributed
load. The objectives include:

a) to present the flexural problem of Kirchhoff plates
under transverse distributed load as a variational problem,
and state the problem in variational form;

b) to apply the principle of minimization of the total
potential energy functional for the plate and find the equa-
tions of static equilibrium in equivalent variational form
as the minimum total potential energy functional.

c¢) to find suitable coordinate shape functions for the
simply supported ends of the plate.

2 Research Methodology

The total potential energy functional IT of a Kirchhoff
plate under distributed transverse load is the sum of the
strain energy and the potential energy of the distributed
lozad, and is given by the integral over the plate domain
R

2

D| _, &*w 0w [szj
n=([y=| v 21-w| —— | =——| ||-gqw(dx
1{!{2[( W)+ 2 u)[axz o ey [T [

where w(x, y) — the deflection of the plate middle sur-
face; u — the Poisson’s ratio of the plate; D — the flexural
rigidity of the plate; g(x, y) — the intensity of distributed
transverse load on the plate; V? — the Laplacian operator
in the x-y coordinates; R — the plate domain defined as 0
<x<a,0<y<bh.

Let the deflection be approximated in terms of a linear
combination of n basis (or coordinate or shape) functions
of the space coordinates that apriori satisfy the end sup-
port conditions thus:

w, (%, ¥) = D ¢0,(x, ¥) (M

i=1
w, (%, y) = 0, (X, ¥) + .0, (X, ¥) +... + ¢, 0,(x,y) (2)

where c¢; are the n undetermined parameters of the dis-
placement function ¢,(x, y) are the coordinate, shape or
basis functions that are chosen to satisfy the boundary
conditions at the ends.

The total potential energy functional can be expressed
in general as follows:
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The principle of minimization of the total potential
energy functional leads to the Ritz variational equa-
tion:

at_, 6)
Oc;
for i =1, 2, ..., n. In matrix form, the Ritz varia-

tional equations become the system of nxn equations

in ¢; given by:
811€1 + 0156, ...+ 8,0, — Ay, =0
85161 + 0556y +...+8,,C, — Ay, =0 (7)
M

8¢ +8,000 +... + 8,6, =4, =0

or in matrix form,

d; 6, L 9, ¢q Arp

8 8» L 8, | _ A2p (8)
M

6nl 6r12 L 8nn Cn A

np

A rectangular Kirchhoff-Love plate simply supported
on the edges x =0, x =a, y =0, and y = b and carrying
uniformly distributed transverse load of intensity g was
considered in this study. A one unknown deflection pa-
rameter assumption was considered as the simplest case
of representation of the deflection function given in gen-
eral as the equation (2). Thus, y(x,y)= 0, (x,¥) >

w(x,y) = ¢;F(x)G,(y) » Where Fi(x) and G(y) are the co-

ordinate shape functions of the plate in the x and y coor-
dinate directions respectively. The displacement and
loading boundary conditions are:
Fx=0)=FK(x=a)=0
Gi(y=0)=G(y=b=0

o o
axizFi(x:O):aiji(x :ll):O
o* o?
?Gl()’ =0) =§G1()’ =b)=0
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Suitable coordinate (basis or shape) functions that sat-
isfy the boundary conditions can be obtained using the
polynomial shape functions as:

Rx)= =248 +a’x
G(y) =" =20y + b’y

The Ritz variational equation then simplifies to

8110 =4y, where

akb |
8, = D[ [((F) (G:)) + 2H®E@GIMGG) + () Glo)
o0

~(1-W(2FWE@GIMGH) - 2AFN GI0)?) | dudy ©)
where
Pl = LB
! dx?
1 dy2
Gy = LGW)
1 dy2

By differentiation,
F(x) = 43> —6ax’ +a°
F'(x) =12x% —12ax = 12(x* — ax)
G|(y) =4y’ —6by* +b*
G/ (y) = 12y* —12by = 12(y* — by)
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The integrals are evaluated to yield:
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wi(x,y) = E(x —2ax> + 1713x)(y4 — 2by3 + b3y)

Deflection at the centre (x = a/2; y = b/2):

-1 4
w, = E(E(] Yy ﬁoﬁj qa_ (10)
256\ 126 49 D

where a = a/b.
3 Results

3.1 Square Kirchhoff-Love plates
For square Kirchhoff-Love plates, a = b, a = 1:

10
8,=0944Da"; A =92 ;
P25
(14 a4
¢, =0.03782% 5 v =0.004 2% .
D D

3.2 Bending moment and shear force

Using the bending moment-deflection relations and
the shear deflection relations, the maximum bending
moments occur at the plate centre, and is given for
square plates by:

M, =0.0517ga”. (11)

The exact solutions obtained by Timoshenko and
Woinowsky—Krieger [12] is:

=0.0479ga” - (12)

max
Similarly,

0, =0.420qa- (13)
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4 Discussion

The Ritz variational method which is based on the
principle of minimization of the total potential energy
functional for a structure has been presented in a system-
atic way for the flexural problem of Kirchhoff-Love
plates under distributed load. The presentation relied on
the approximation of the unknown deflection function
w(x, y) using approximating displacement shape functions
with unknown displacement parameters, and constructed
from basis (shape) functions that satisfied apriori the
boundary conditions of the loading and the deformation.
This yielded the total potential energy functional given in
general as equation (3). Application of the extremum
condition gave the system characteristic equations in ma-
trix form as equation (8). The use of the method was illus-
trated for rectangular Kirchhoff-Love plates with simply
supported edges using a one term displacement approxi-
mation. For a square thin plate, the centre deflection was
obtained as equation (10) giving a relative error of 1.9 %.
The bending moment at the centre was obtained using the
bending moment-deflection relations as equation (11)
giving a relative error of 7.9 %. The maximum shear force
was obtained from the shear force-deflection relation as
equation (13), giving a relative error of —10.7 %.

References

5 Conclusions

The following conclusions are made from this study.

1. The Ritz variational method can be presented in sys-
tematic form using matrices in a displacement based pro-
cedure.

2. The stiffness influence coefficients are determined
from the shape function by integration.

3. The unknown displacement parameters of the de-
flection function are evaluated by solving the matrix al-
gebraic equation.

4. A one unknown parameter choice of the deflection
function that satisfied the geometric and force boundary
conditions yielded seasonally accurate prediction of the
maximum deflection at the center with a relative error of
1.9 %. This is reasonable considering the ease of compu-
tation offered by the method.

5. A one parameter choice of the deflection function
that satisfied the natural and force boundary conditions
was less accurate in the estimation of the maximum bend-
ing moments and shear force, yielding relative errors of
7.9 % for maximum bending moment and —10.7 % for the
shear force.
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CucremaTuyHe BUKJIaJeHHs BapianiiiHoro merony Pitua s anasisy sKopcTKoCTi
HapHipHO oneprtoi npssMoKyTHOI i1actTunu Kipxroga-Jlssa
Ixe 4. Y.

Jlep>kaBHUI yHiBepcuTeT Hayku 1 TexHonorii M. Exyry , [ILM.b. 01660, m. Enyry, Hirepis

Anoranist. Y poboti y mMarpuuHiii (opmi IpencTaBieHHH y3araJbHEHHH croci® 3acTocyBaHHS BapialliifHOTO
MeTona Pitma mms po3B’s3aHHA 3a4adi PO BUTMH HaBaHTakeHO! miacTuHU Kipxroda-Jlssa. HaBeneno mpukiagu
3aCTOCYBaHHSA INAPHIPHO OMNEPTOi NPSIMOKYTHOI IUTACTMHU IMiJA PIBHOMIPHO PpO3MOAUICHUM HAaBaHTAXKCHHSM,
BUKOPUCTOBYIOUH (QYHKIIT Gopmu y 6a3uci mpsMOKyTHOI cucTeMH KoopauHar. OIuH 3 IMpUKIANB HaOJIKEHOTO
PO3B’SI3Ky 3a MeToIoM PiTIia oTpuMaHO 11 epeMillieHHs [IeHTpa KBaIpaTHOI IIacTHHY IHT. [1py 1iboMy, BiHOCHA
moxnOKa BiJHOCHO TOYHOTO 3Ha4eHHs ckiamae 1,9 %. OtpuMaHe 3HAUCHHS U1l 3TMHAJIBHOTO MOMEHTY y IEHTpi
IUTACTUHYU BiAPI3HAETHCS BiA ICHYIOYOTO TOYHOTO pilieHHS Ha 7,9 %. 3HaueHHS NepepizyBajbHOTO 3YCHIUIA JIa€
MOXHOKY
—10,7 %. Takum YuHOM, OAep>KaHI Pe3yNbTaTH IS anpokcuMmamii QyHKIIl ¢GopMH i3 MOJANBIINM 3aCTOCYBaHHSAM
Mertony Pitia, € ToCTaTHBO ONMM3BKUMU U1 MPAKTUYHHX IIICH.

Kawuosi cioBa: Bapiariiiauit meron Pitia, mnactuna Kipxroga-Jlssa, gyHkiis ¢popMu, 3araibHa MOTCHIIATEHA
€Hepris, IPUHINI MiHiMi3awil.
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Abstract. This article dials with the refinement of the mathematical and computational models of the oxidizer tur-
bopump rotor considering bearing gaps, axial preloading, compliance of the housing parts and the effect of rotation.
The loading scheme consists of four substeps is proposed considering preliminary displacement of the outer cage, ax-
ial displacement as a result of the support deformation due to the axial preloading force, radial displacement due to
the support deformation, as well as centrifugal forces of inertia caused by rotation of the rotor with an inner cage.
Modelling of contacts interactions using ANSYS software is carried out according to the appropriate models of con-
tact behaviour. The contact areas between the rolling elements, inner and outer cases are obtained. The contact angle
is determined. Isosurfaces of axial and radial displacements for the bearing supports are built. Nonlinear stiffness of
bearing supports is determined as the tangent of the angle of inclination for the curve “radial load — radial displace-
ment”. The proposed approach, which used for designing turbopump units for liquid rocket engines, will allow
refining the reliable mathematical and computational models of rotor dynamics for turbopump units and providing
appropriate computer simulation of forced oscillations of the rotor systems for given permissible residual imbalances
considering nonlinear stiffness characteristics of bearing supports.

Keywords: compliance of housing, initial clearance, axial preloading, radial load, contact angle, radial stiffness, axial

stiffness.

1 Introduction

The creation of reliable models of rotary systems is an
urgent problem that allows designing high-power rotary
machines including turbopump units of liquid rocket
engines. The process of modelling should be based on the
existing experience in designing of reliable equipment the
requirements for which are permanently increased.

Based on the experience of the Faculty of Technical
Systems and Energy Efficient Technologies (Sumy State
University, Ukraine) in mathematical modelling of rotary
systems, and the Faculty of Mechanical Engineering
(University of West Bohemia, Czech Republic) in provid-
ing numerical simulations, as well as the Faculty of Man-
ufacturing Technologies with a seat in PreSov (Technical
University of KoSice, Slovakia) in carrying out experi-
mental research, this paper is devoted to refine the com-
putational model of rotor dynamics for turbopump units

and further computer simulation of forced oscillations of
the rotor systems for given permissible residual imbal-
ances considering the nonlinear stiffness of bearing sup-
ports.

The proposed clarifications are related to effect of ro-
tation on deformation of moving parts of bearings, com-
pliance of the housing, as well as gaps and axial preload-
ing of the bearing supports.

The clarification of the stiffness parameters of the
bearing supports is carried out by a combination of 2D
and 3D finite element models using up-to-date computa-
tional means.

The proposed approach will allow refining the reliable
mathematical and computational models of rotor
dynamics for turbopump units and providing computer
appropriate simulation of forced oscillations of the rotor
systems for given permissible residual imbalances con-
sidering nonlinear stiffness characteristics of bearing
supports.

De
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2 Literature Review

The problem of identification of the nonlinear bearing
stiffness is highlighted in recent research works. Particu-
larly, the paper [1] dials with the investigation of
nonlinear reactions in rotors’ bearing supports of tur-
bopump units for liquid rocket engines. However, this
work does not consider the impact of initial bearing gap
and axial preloading.

The problem of dynamics and diagnostics of vertical
rotors with nonlinear supports stiffness is solved in the
doctoral thesis [2].

Clarifications considering the impact of gap seals with
floating rings are presented in monograph [3]. Addition-
ally, it is shown that the presence of gaps in the bearing
supports reduces the bearing stiffness. However, gap
seals with floating ring, axial preloading and rotation of
the rotor cause an increasing dependence of the bearing
stiffness on the rotor speed. Consequently, the critical
frequencies of the rotor increase.

A review of investigations of nonlinear dynamic on
bearings with rolling element is presented in the research
work [4].

The calculation of forced oscillations under the system
of imbalances (direct synchronous precession) performed
using the computer program [5] considers the dependenc-
es of the bearing stiffness on the rotor speed and impact
of the gyroscopic moments of inertia of bushing parts.

Paper [6] is aimed at theoretical and experimental
study of spindle ball bearing nonlinear stiffness.

General scientific and methodological approach for the
identification of mathematical models of mechanical
systems using artificial neural networks is delivered in
paper [7].

) 7 2

Nonlinear dynamic response for the system “cylindri-
cal roller bearing — rotor system” is presented in the
paper [8]. The proposed mathematical model with 9 de-
grees of freedom allows considering combined localized
defect at inner—outer races of bearings.

The need to consider clarified mathematical model of
rotor dynamics for investigation of critical frequencies
considering stiffness of bearings and seals is justified in
the work [9] on the example of on examples of the cen-
trifugal compressor’s rotor.

The influence of bearing stiffness on the nonlinear dy-
namics of a shaft-final drive system is presented in the
research paper [10].

3 Research Methodology

The connection of shafts of the turbopump unit causes
a weak dynamic interaction between them. In this case,
the partial critical frequencies of separate rotors do not
differ much from the corresponding frequencies, obtained
as a result of calculations for the entire rotor. This fact is
confirmed by the calculations presented in the work [2].
Therefore, the oxidizer turbopump and fuel pump rotor
systems should also be considered as the separate dynam-
ic systems. The design scheme of the oxidizer turbopump
rotor is presented in Figure 1.

The ANSYS software with the modules “Static Struc-
tural” and “Transient Structural” is used for determining
the bearing stiffness considering initial gaps, axial pre-
loading, rotation effect and compliance of the housing.
The basic design schemes for loading bearing supports
are presented in Figure 2.

DwG w6178 1B 20

Figure 1 — Design scheme of the oxidizer turbopump rotor
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Figure 2 — Design scheme of the bearing supports 45-216 (a) and 45-276214 (b)

The loading scheme consists of four substeps:

1. Preliminary displacement of the outer cage (for the
bearing support 45-216) and the shaft (for the bearing
support 45-276214) towards the application of axial pre-
loading force. Axial displacement x; is determined due to
the maximum radial gap Ay = 0.095 mm [11].

2. Determination of the axial displacement x as a result
of the support deformation due to the axial preloading
force T'= 4,5 kN [11]. Investigation of forced oscillations
of the rotor on ball bearings.

3. Numerical calculation of the radial displacement y
of the shaft axis as a result of the support deformation due
to the radial force R = 10 kN.

4. Considering centrifugal forces of inertia caused by
rotation of the rotor with an inner cage of the bearing
support.

Modelling of contacts by using ANSYS software is
carried out according to Table 1.

e B0 .M ()

s N5

Table 1 — Models of contact interaction
between the mating surfaces

Mating surfaces Contact model
Shaft Inner cage “bonded”
Inner cage Rolling elements
Rolling elements Outer cage “frictional”
Outer cage Housing

The contact areas between the rolling elements and
cases are shown in Figure 3. The loading schemes accog-
ding to substeps 2—4 of bearing loading are presented on
Figures 4-6.

Isosurfaces of axial and radial displacements for the
bearing supports are presented on Figures 7-8.
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Figure 6 — Deformations of the bearing supports 45-216 (a) and 45-276214 (b)
as a result of axial preloading, radial force and rotation of the rotor
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Figure 8 — Isosurfaces of radial displacements for the bearing supports 45-216 (a) and 45-276214 (b)

where R — radial force; y — radial displacement.
4 Results As a result of numerical simulation (the determination
of radial displacements of the rotor axis under the discrete
The results of numerical simulation are summarized in ~ values of the radial force), the approximated curves “ra-

Table 2. dial load — radial displacement™ are defined (Figure 9).
The stiffness ¢ of the bearing support is determined Analytical expressions describing the dependence “ra-
due to the following formula: dial load — radial displacement” determined as a result of
approximation of the experimental data are summarized
¢=0R/0y. () in Table 3.
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Table 2 — The results of numerical simulation

Displacement, pm
Bearing h Rotor speed, 10° rad/s
0 o s 0 11 | 20 | 22
45-216 95 620 80 51 50 48 47
45-276214 95 620 100 40 40 39 39
1.5x10% 1.5+107
= qw &l = qu 4 =
m“lm e m"lm ///
e o = -1
[=] - =] -
% - q_r_u - -
E 4 oy T - E 4 < - 7
o =10 g o S=10
o=l
] 01 02 03 04 05 0 01 02 03 04 05

Radial displacement, mm

a

Radial displacement, mm

b

Figure 9 — Dependence “radial force — radial displacement” for the bearing supports 45-216 (a) and 45-276214 (b)

Table 3 — Analytical dependences “radial load — radial displacement”

Bearing support 45-216 45-276214
Radial displacement y, um 5 100 150 5 100 200
Radial force R, kN 0.9 1.95 30 1 22 45

Approximated curve (R, N; y, m)

R(y) = 1.94-10%y + 4.0-10'%-y?

R(y) =2.12-10%y + 6.7-10'%-y?

Nonlinear radial stiffness (¢, N/m; y, m; R, N)

c(y) =1.94-10° + 8.0-10'% y

c(y) =2.12-10%+ 1.34-10""y

c(R)=1.94-10%(1 + 4.2-10°R)*?

c(R) =2.12-10° (1 + 6.0- 10 °R)"?

The linear radial stiffness of the support is defined as
the tangent of the initial angle of inclination of the curve
“radial load — radial displacement” (Figures 9, dash line):

o _[°R
0 ayo-

Taking into account the expressions given in Table 2,
the values of the bearing stiffness ¢, of the supports
45216 and 45-276214 are equal 1.94-10° N/m and
2.12-10° N/m respectively. Exceeding the bearing stiff-
ness of the support 45-276214 in comparison with the
bearing support 45-216 is explained by the relatively
large number of rolling bodies.

Similar values of the bearing stiffness, determined
without the rotor speed for the supports 45-216 and
45-276214 are equal 1.88-10° N/m and 2.10-10° N/m
respectively.

For further designing the mathematical models of free
and forced oscillations of the rotor systems for tur-
bopump unit considering the impact of the rotor speed on
bearing stiffness, the following analytical dependence is
proposed:

2

cl@)=c, +a . 3)
In this case, the estimation of the coefficient o is car-

ried out by the linear regression formula [1]:

: 2

Z (C « —Co )a)k

q=tr ()

3
>0
k=1

where ¢, — bearing stiffness, determined as a result of
the numerical simulation for the rotor speed w, (Table 2);
k — number of the experimental point.

As a result, values of the coefficient o are obtained
(Table 4), as well as the approximated curves are built
(Figure 10).

The obtained data allows determining the depen-
dence of the bearing stiffness on the radial force
(Figure 11).

Table 5 and Figures 12—13 contain the data pre-
senting the axial stiffness of the bearing supports.
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Table 4 — Parameters of the nonlinear bearing stiffness

Bearing stiffness, N/im

Bearing support Parameter
2
£ Supp co, N/m a, N-s”/m
45-216 1.88 1.223
45-276214 2.10 0.408
22:10° S0
45-276214
21x10° = E a0
=
g
2107 ] £ 310%
w
45'_2_1;6__/5'/5/ E
1.910° —— R 8 0%
S @
1810% 1x10% - | | | |
0 s00 1107 15AF 30 2540 a0 0 Lo’ 2x10° 3x10° &0 10

Rotor speed, rad/s

Figure 10 — Dependence of the bearing stiffness
on the rotor speed
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Figure 12 — Dependence “radial load — radial displacement”
for the bearing supports 45-216 (a) and 45-276214 (b)

Radial force, N

Figure 11 — Dependence of the bearing stiffness
on the radial force

1x10%

9101
£
=
o 8x10
73]
D
=
=
B 7x101
=

fx 10

10" | | | | '

0 w10t 410t g10* gx10* 1=10°
Axial load, N
a
250
2104
E
=
5 1 5104
i
[45]
=
b=
D =104
=
Sx101
0 210 4=10* gx10" 2«10t =107
Axial load, N
b

Figure 13 — Dependence “axial load — axial displacement”
for the bearing supports 45-216 (a) and 45-276214 (b)
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Thus, the proposed comprehensive approach is
approved on the example of the oxidizer turbopump’s
rotor for the liquid rocket engine that will allow refining
the reliable mathematical and computational models of
rotor dynamics for turbopump units and providing appro-
priate computer simulation of forced oscillations of the
rotor systems for given permissible residual imbalances
considering nonlinear stiffness characteristics of bearing
supports.

5 Conclusions

As a result of numerical simulation (the determination
of radial displacements of the rotor axis under the discrete
values of the radial force), the approximated curves
“radial load — radial displacement” are defined. Analyti-
cal expressions describing the mentioned dependence are
determined as a result of approximation of the experi-
mental data.

The results of more precisive calculations of rotor dy-
namics for the turbopump considering bearing gaps, axial
preloading, rotor speed and compliance of the housing
parts will allow clarifying the detuning from the reso-
nance.

References
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of critical frequencies and related mode shapes for the
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ance of the housing for the system of residual imbalances,
which led to the maximum values of centrifugal forces.
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Amnoranist. CTaTTs NpHUCBsTYEHA YTOYHEHHIO MAaTEMaTHYHMAX Ta OOYHCIIOBAIBHUX MoJelell poropa TypOoHacoca
OKHCIIIOBaYa 3 ypaxyBaHHAM 3a30piB y IiJIIMITHUKAX, IMONEPEJHHOTO OCHOBOTO HABAaHTa)KEHHS, ITOJATINBOCTI
KOPIyCHHUX €JIEMEHTIB Ta BIUIMBY 0OepTaHHsS Bajia. 3alpOIIOHOBAHA CXEMa HABAHTa)KEHHS CKJIAJAEThCSA 3 YOTHPHOX
mariB 3 ypaxyBaHHSAM MOINEPEAHBOrO 3MIIIEHHS 30BHINIHBOI OOOWMH, OCBHOBOTO 3MILICHHS Yy pe3ynibTari
MIEPEMILICHHS. OMOPH BHACTIIOK IOTEPEAHFOTO OCHOBOTO HABAHTAXKEHHS, PalialIbHOTO IEPEMIIlCHHS BHACTIJOK
nedopmanii miaITMITHAKOBOT OIIOPH, a TAKOX BIJIEHTPOBHUX CHII 1HEpIil, BUKIMKAaHUX 00EpTaHHAM pOTOpa pasoM i3
BHYTPIIIHB0I0 0001MOI0. MopemoBaHHsS KOHTAKTHOI B3a€MOJIl 3 BUKOPHCTaHHSIM IPOTPaMHOTO 3a0e3reueHHs
ANSY'S 3IilficHIOETBCS BIZIMOBIIHO O JOCTOBIPHUX MOjejel. BCcTaHOBICHI 30HM KOHTaKTy MK TilaMH KOYCHHS i
BHYTPILIHBOIO Ta 30BHIMIHBOI0 000HMaMH, a TaKOK BU3HAYCHUH KYT KOHTAKTY. [100y1oBaHO 130MOBEpXHI OCHOBUX Ta
pazianpHUX MEpeMIlIeHb MiAIIUIHAKOBUX omop. HemiHiliHA >KOPCTKICTH OMOp BH3HAYAETHCS SK TAHTEHC KyTa
JOTHYHOI 10 KPUBOi, III0 OMHCYE 3aJCKHICTh «pajialbHe HaBaHTa)XKEHHS — pajialbHe 3MIIIEHHS». 3apOIIOHOBAHUI
MiXid, SKAH BHKOPUCTOBYETHCS IJISI NPOEKTYBAaHHSA TYpPOOHACOCHHMX arperariB piIMHHAX PaKeTHUX [BHUIYHIB,
JIO3BOJIMTH YTOYHUTHU JOCTOBIpHI MaTeMaTH4HI Ta OOYHMCITIOBAIbHI MOJENI AWHAMIKH POTOpa i 3a0e3MEeUnTH SKiCHEe
MOJICIOBAaHHSI BUMYIICHUX KOJIMBaHb POTOPHHX CHUCTEM JUIS 3aJaHOi CHCTEMH JOIYCTUMHX 3aJIHIIKOBHX
IucOaaHCiB 3 ypaxyBaHHAM HENIHIHHUX XapaKTEPHUCTHK KOPCTKOCTI i JIIUITHUKOBHX OTIOP.

KuiiouoBi c0oBa: MONAaTIMBICT KOpIyca, MOYAaTKOBHH 3a30p, IOIEPEIHE OCbOBE HABAHTAXKEHHS, palialibHE
HABaHTa)KEHHS, KyT KOHTAKTY, paiajdbHa )KOPCTKICTh, 0CbOBA JKOPCTKICTb.
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Abstract. The tie rod end is one of the most elementary parts of a steering mechanism, which has direct and cru-
cial importance in terms of driving safety. The tie rod end is used to ensure that the wheels are aligned. It provides the
adjustment for the wheel to align and keeps the tires free from wearing out on the inner as well as outer edges. Hence
the functioning of the tie rod is crucial for steering as well as suspension performance of the vehicle. Today’s world is
competitive. Market demands the advanced technology at a lower price. This reflects in making the technology
cheaper. Hence every industry determined for the cost-effective product at a lower price and within minimum period
for ‘time to market. This puts a lot of pressure on engineers to consistently strive to design the more effective prod-
ucts at the lower price. The work is focused on the functioning of the tie rod. Generally, tractor connecting tie rod
gets failed due to the overload applications. This paper focuses on modifying the old tie rod design and material. Fi-
nally, analysis the load causes of existing and modified design using ANSYS software. This modelling approach, the
stress variations and deformation characteristics of each component are investigated for high operational loading

conditions.

Keywords: thru-hole, clamp structure, front axle, ANSY'S, deformation.

1 Introduction

Tie rod ends support (Figure 1) thru the steering of a
vehicle and variety it possible to capture a tire. These
devices occur in pairs on each tire. This sanctions for
cornering and angling of the tire minus affecting too
much torque on the trundlenopestaple how deep the sei-
zure [1]. Tie-rod is certain as driving adherent for slant-
ing the panel (along with panel mounting frame) from
horizontal to vertical position and vice versa. In principal,
tie-rod will have essential coupler with nail rods on sides,
one through left hand thread and another through right
hand thread [2]. The coupler has identical threads to put
up these eased tie rods [3]. On spinning the coupler is
turned, together the rods will spread or withdraw based
on the trend of rotation of coupler. The ends of the rods
are moreover eye or fork expiration type [3, 4].

Further research will be aimed at research the adjusta-
ble front axle with adjustable tie rod (Figure 1).

This origination relays to a tractor and more specifical-
ly to unregulating front axle for a row crop farm tractor.
In farm tractors of the row produce type it is crucial to
afford for widening and narrowing the stamp of the ambi-

tion wheels where a three wheel tractor is fretful [5]. A
four wheel rumpus crop tractor requires that both front
and rear wheels be adjustable squarely, in directive to
travel between the plants in the rows [6]. The peak com-
mon scheme of varying the width of the wheel tread on
ruckus crop tractors currently is to dispose the wheels
hubs and tire rims in such routine that by reversing the
wheels in relative to the hubs the stamp may be amplified
or narrowed [7]. While the development above described
may perform to be artlessearnings of amending the stride
of the wheels of the tractor, however such amending
mechanism fills a long desired want of stingily and easily
altering the width of the tread of facade wheels of row
crop tractors [8].

Figure 1 — Adjustable tie rod
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2 Research Methodology

2.1 ENS carbon steel material

EN8 is typically abounding organic but can be sup-
plied to edict in the stabilized or finally heat salted (ap-
peased and tempered to “Q” or “R” properties for off-
putting ruling subdivisions up to 63 mm), which is ample
for a widespread range of applications. ENS8 is suitable
for the assembly of quantities such as general-tenacity
axles and shafts, gears, bolts and studs [6, 9]. It can be
auxiliary hardboiled typically to 50-55 HRC by initiation
processes, producing modules with enriched wear re-
sistance. For such tenders the use of ENSD (080A42) is
prudent. ENS in its heat frozen rehearses possesses virtu-
ous homogenous metallurgical structures, philanthropic
unfailing machining properties [9]. Virtuous heat treat-
ment grades on segments grander than 63 mm may still
be attainable, but it should be illustrious that a fall-off in
mechanical properties would be superficialpotential the
epicentre of the bar [10, 11]. Table 1 gives mechanical
properties of material.

Table 1 — Material Properties

Material Yield strength, N/mm?
ENS 465
EN8SD 443
ENS5D 451
ENS5C 438

When compared to mechanical property and cost ENS
is the best one for design the product and economical one
[12].

2.2 Existing thru-hole design parts

The previous research papers are useful for deciding
the analysis strategy. There were numerous conference
papers, reference manuals, book by Robert cook Con-
cepts and applications of FEA will be helpful for the
project. From some of the research work it is being ob-
served that the existing thru hole design model.

The existing geometrical model is created as a solid
works 2016 software and analysis in ANSYS Work-
bench, The geometrical model constitutes of the socket
(Figure 2), radial ball joint (Figure 3), tube (Figure 4) and
axle ball joint (Figure 5).

While neglecting the parts that are thought as negligi-
ble in the analysis. Figure 6 shows that existing tie rod
design using solid works software.

2.3 Problem identification

In the existing design nut and bolt joints are used to
connect the socket and tube, so it can’t withstand more
compressive load and tensile load. It leads to bend which
causes breakage in the tie rod. Also, the thru-hole design
is applicable to load only below 2 000 kg and when the
load increases the tie rod bends. So it cannot withstand
more than 2 500 kg tensile load and compressive load.

Figure 2 — Socket

Figure 3 — Radial ball joint

Figure 4 — Tube

Figure 5 — Axle ball joint

Figure 6 — Existing tie rod design

2.4 Designs of tie rods

2.4.1 Proposed new design

The tie rod is continuously under random loading there
can be more chances of developing the cracks at the criti-
cal areas and chances of failure. Also the manufacturing
process of this existing design is critical and time con-
suming. Hence it is necessary to make the design simple
and cost effective such that it gives overall effectiveness
in terms of weight, cost, load carrying capacity and easy
of manufacturing process. The main task in this study is
to find the critical buckling load for the existing design.
Observe the deformation and stresses induced in the Tie
rod. Set up the benchmark for the proposed design.

Figure 7 shows proposed new connecting tie rod de-
sign, thru-hole clamped design used to connect the tube
and socket. Because of groove and clamp withstands
more compressive and tensile load compare to exiting
design.
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Figure 7 — Proposed new design

2.4.2 Existing model tie rod analysis

The existing tie rod model has carried out static analy-
sis using ENS8 carbon steel material,while applied the load
upto 2 000 kg in exiting model, it’s can’t shows any de-
formation. Figures 8—-9 show that thru-hole design appli-
cable only below 2 000 kg load.

Figure 11 — During compressive load

2.4.2 Sample groove design with hollow construction
(Existing Design)

When compared to thru hole this groove design with-
stands more load during compression load. From the
Figure 12, groove design with hollow construction cannot
withstand more than 2 500 kg of compressive load. So,
this designs also not suitable for the tie rod.

'-i.
- we -
T

-

Figure 9 — Tensile load

Increasing the tensile compression loads up to
2 500 kg, existing model tie rod getting failure and its
goes to deformation. Figures 10—11 show failure action
of tie rod during 2 500 kg load.

Figure 10 — During tensile load

Figure 12 — Compressive load test for hollow groove design

2.5 Proposed new design analysis

2.5.1 Sample solid groove design

The solid groove design has analysis using EN8 car-
bon steel in Figures 13—14. Hence, Solid groove design
withstands more loads when compared to both hollow
groove and thru-hole design. It cannot withstand up to
3 500 kg of compressive load and tensile load. So this the
suitable design for the adjustable tie rod.

* g8 /\

Figure 13 — Compressive load test on solid groove design

Figure 14 — Tensile load test solid groove design
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2.5.2 Tensile and compression load analyses
of adjustable tie rod

Below Figures 15-16 show the thru hole design failed
to withstand the 3000kg tensile load, but grooved design
can withstands more load when compared to thru hole
design in tie rod.

Figure 15 — Thru hole design

Figure 16 — Clamped design

2.6 Comparison of analysis result

Tables 2—3 show static analysis results for existing and
proposed new design using EN8 Carbon steel.

Table 2 — Socket with through hole

Load, kgf | Max stress, N/mm? FOS
2 500 365 0.77
3000 438 0.64
4 000 583 0.48

Table 3 — Socket with groove

Load, kgf | Max stress, N/mm? FOS
2 500 151.7 1.85
3000 182.4 1.54
4 000 243.2 1.15

From the results, maximum stress has acted on the
through hole design, and proposed design has less defor-
mation is obtained compare to exiting tie road model. Tie
rods are merely subjected with more compressive forces.
From the above analysis shows that proposed design has
more damping capacity and can withstand more compres-
sive forces. This is due to because of carbon flake distri-
bution in the material. Carbon flake distribution is better
in EN8 carbon steel.

2.7 Buckling of thin cylindrical shells subject
to axial loads

Clarifications of Donnell’s eight order differential
equation provides the innumerable buckling approaches
of a thin cylinder underneath compression. But this anal-
ysis, which is in harmony with the slight refraction theory

bounces much sophisticated morals than shown from
tryouts [13]. So it is habitual to find the precarious buck-
ling load for countless erections which are cylindrical in
silhouette from pre-existing design cambers where peri-
lous buckling load FCR is intrigued along side the ratio
R/t, where R is the radius and ¢ is the thickness of the
cylinder for innumerable values of L/R, where L is the
length of the cylinder. If cut-outs are modern in the cylin-
der, life-threatening buckling loads as well as pre-
buckling slants will be exaggerated [14—15].

A

.

Figure 17 — Buckling load test on adjustable connecting tie rod

Examination of this formula reveals the following in-
teresting facts with regard to the load-bearing ability of
slender columns.

Bending load in both ends hinged is given by the fol-
lowing Euler’s formula:

7 El

= (1)

BL =

>

where E — Young’s modulus; L — length of the tie rod;
I — moment of inertia:

I_;z(D4—d4)
64

@)

E. g., for inner diameter d = 22.5 mm and outer diame-
ter D = 30 mm, moment of inertia [ = 2.72- 10* mm4_

Figure 18 shows that bending load calculation for pro-
posed design, it is enough for the rod to withstand com-
pressive and tensile load. When compared to previous
design clamped design having more bending loads capac-
ity. Previous design bending load is 25.9 kN. This design
bending load is 31.6 kN. So, this design is good when
compared to existing design.

Figure 18 — Failure of struts or columns
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3 Results and Discussion

Tie rod plays an important role in the steering system
and should be carefully selected. EN8 Carbon Steel mate-
rial selected for this design. Existing and proposed model
has done in solid works software in the form of a multi-
body system, after that solid structure was produced
where all interconnected essentials supposed to be per-
fectly inflexible, and in absolute stage of taxing finite
element analysis was executed consuming ANSYS soft-
ware package. From the accessible results we can arrange
that the dissemination of deformation and stress do not
overdo the yield strength value and that there are neither
indemnities nor failure of Tie rod. The load 2 000 kg has
applied in exiting model, it’s can’t shows any defor-
mation. While increasing the load up to 2 500 kg, thru-
hole design getting bend because it cannot withstand the
over load, so that thru hole design model has applicable
only below 2 000 kg load. The maximum load of 4 000
kgf has acting on thru hole and groove design mod-
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AnoTtauis. Kinnesa Tira € oxHi€0 3 HaHNPOCTIIIMX YaCTHH PYJIBOBOTO MEXaHi3My, IO Mae Oe3mocepenHe i
HalBa)KJIUBIIIE 3HAYEHHS 3 TOYKH 30py Oe3meku pyxy. KiHneBui mTH(T BUKOPHCTOBYETHCS UL TOTO, 0O Kojeca
Oymu BupiBHsHI. [{e 3a0e3medye perymoBaHH:, 00 KOJIECO BUPIBHAIOCH, i BOHO HE 3HIMAETHCS SIK Ha BHYTPIIIHIX,
Tax i Ha 30BHIMHIX Kpasx. OTxe, PyHKI[IOHYBaHHS IaJbMIBHOTO Ba)XKEJSI Ma€ BHUpIIIaNbHe 3HAUSHHS JUIS KepyBaHHS,
a TaKoX Ui MiABICKM aBTOMOOuISA. ChOTONHIIIHIM CBIT € KOHKYPEHTOCHPOMOXXHHM. PHHOK BHUMarae mepenoBUX
TEXHOJIOT1H 3a OLIbII HU3BKOIO LiHOI0. Lle BimoOpaxaeTbes y BHOOPI NEIIEBIINX TeXHOJOTIH. OTxe, KOXKHA Taly3b
BU3HAYAETHCS I PEHTA0CIFHOTO MPOAYKTY 3a OUIBII HU3BKOIO ILIHOKIO 1 B MEXKaX MIHIMAJIBRHOTO HEpiofy dacy Ha
MOMEHT Tpoaaxy. Lle cTBoproe BelMKui THCK Ha iH)KEHEPIB, SIKi MOCTIHHO NMparHyTh po3polusaTH OimbIl edekTHBHI
MIPOJYKTH 32 OLIBII HU3BKOIO IiHOK0. PoboTa 30cepemkena Ha (pyHKIIOHYBaHHI CTSDKOK. Y3araii iCHYIOTbh 3’ €JHaHHS
i3 mepeBaHTaXeHHsM. L[ cTaTTs 30cepemrkena Ha MoanQiKaliio TpaauIiiHOT KOHCTpYyKUil Taru. HaBeneno aHamiz
MPUYMH 3aBaHTAXCHHS ICHYI0Uoi Ta MOAM(IKOBaHOI KOHCTPYKLIM 3a JOMOMOTOI IPOTPAMHOTO 3a0e3ledeHHs
ANSYS. lle#t miaxia IpyHTYETbCS HA JOCIHIIKCHHI HAaBaHTAXXEHb 1 IeopMalliifi KO>)KHOTO KOMIIOHEHTA JUI BHCOKHX
eKCIUTyaTallifiHUX YMOB HaBaHTA)KCHHSI.

KorouoBi ciioBa: MOHTaXXHUH OTBIp, 3aTHCKHUI PUCTPiH, nepenns Bick, ANSY'S, nedopmarris.
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Abstract. The prioritization of the causes of engineering system failure posed to be a challenge. Therefore, there
is a need to develop a tool that will be used to identify critical problems of an engineering system to facilitate deci-
sion making in allocation of available resources in ensuring optimal system performance. In this paper, a rough tech-
nique for order preference by similarity to the ideal solution (Rough-TOPSIS) is proposed, which combines rough set
theory and TOPSIS for the prioritization exercise in uncertain engineering environment. The technique is exemplified
with a numerical example and advanced using information from experts. From the result of the analysis, fac-
tors/causes hampering the optimal performance of the engineering system have been revealed in order of importance.
The proposed approach have comparative advantages over other hybrid methods as it can easily be implemented with
hand calculation/spreadsheet, without requiring additional tools to evaluate decision criteria weights and aggregate

experts opinions.

Keywords: rough set theory, Rough TOPSIS, engineering system, failure causes, decision criteria.

1 Introduction

Many developing countries are characterized with in-
effective water transportation system, poor telecommuni-
cation system, poor health care delivery system, ineffec-
tive rail way system and ineffective power generation
system. These have hampered their economic and social
growth. The engineering systems failures have been at-
tributed to ineffective maintenance, misappropriation of
fund among other reasons. The level of impact of the
different failure causes on engineering system varies. The
analysis of the various failure causes in the order of im-
portance is therefore imperative.

However, in the literature, most of the authors have
been mainly worried with the bane of power generation
with specific reference to Nigeria. Ohajianya et al. [1] in
their studies, identified factors such as inept manpower
and deficient power reform as the causes of epileptic
electricity supply in Nigeria. Olaoye et al. [2] in a similar
research work, examined the bases of power crisis in
Nigeria and recommended the use of renewable energy as
means of reducing and / or eliminating the crisis. Sambo
et al. [3] identified elements such as deficiency of fund
and low involvement of private sector, as the reason for

energy predicament in their paper. The above papers only
identified the causes of engineering system failure, with-
out prioritizing them in order of importance.

Only limited papers are found in existing literature
with respect to prioritization of the causes of engineering
system failure but specifically for power generation sys-
tem problems. Emovon and Nwaoha [4] utilised an inte-
grated AHP and MOORA method for ordering the prob-
lems of power generation in Nigeria. Emovon and Samu-
el [5] applied a combination of entropy and Multi-
Attribute utility Theory (MAUT) methods in the ranking
of alternative solutions to power generation problems.

Nevertheless, the methods utilized by the above au-
thors have shortcomings, which are addressed in the ap-
proach suggested in this paper, for the prioritization of
engineering system failure causes. The method proposed
is the Rough TOPSIS technique, which is an integration
of the Rough Set Theory and the TOPSIS method. Fur-
thermore, the analysis in this paper is not limited to pow-
er generation system but addresses majority of engineer-
ing system.

The causes of engineering system failure in most de-
veloping countries are numerous and the resultant effects
are poor sea transport delivery, low power generation,
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poor telecommunication and poor health care service
delivery. Some common causes of the system failure are
ineffective maintenance, misappropriation of fund, insuf-
ficient fund, insufficient skilled manpower and wrong
industrial setting location and are described as follows:

1. Ineffective maintenance (AT1): the engineering sys-
tem is poorly safeguarded and in most scenarios, the sys-
tem is allowed to fail before being fixed. This approach
has resulted to collapse of engineering system.

2. Misappropriation of fund (AT2): the meagre fund
available for engineering system maintenance and expan-
sion are misappropriated by bodies entrusted with the
management of the systems.

3. Insufficient funding (AT3): the fund available for
sustainability of the engineering system in most cases is
grossly insufficient.

4. Insufficient skilled manpower (AT4): the skilled
manpower needed for effective operation and mainte-
nance of engineering system are lacking or inadequate.

5. Wrong location (ATS5): the engineering systems are
in most scenarios sited in wrong location, and this is gen-
erally due to nepotism and ethnicity. The locations are
normally far away from energy sources and skilled man-
power which do result to industries incurring extra cost in
terms of moving materials and human resources to sys-
tem sites.

The above factors were carefully selected from the
nine factors, Emovon and Nwaoha [4] identified as the
problems of power generation in Nigeria. The five factors
were selected and modified because they affect all engi-
neering system.

The different engineering system failure causes are
ranked in this paper with reference to some decision crite-
ria. The decision criteria are listed and described as fol-
lows:

1. Damages (DC1): the failure of engineering system
can damage firm image, cause personnel death or injuries
and product or services delay. The different failure causes
have vary degree of damaging effect and the one with the
greatest effect is generally the most critical.

2. Environmental degradation (DC2): the failure of en-
gineering system can produce reversible and irreversible
damages to the environment. The engineering system
failure cause with greater negative effect on the environ-
ment is considered most critical.

3. Engineering system efficiency (DC3): the failure
cause that will impact more negatively on the system
service delivery is considered as most critical failure
cause. The decision criteria are the modified version of
Emovon and Nwaoha [4] to make them applicable to all
engineering system rather than limiting it to power gener-
ation.

2 Research Methodology

2.1 Rough set theory

The approach commonly applied in overcoming
vagueness of human mind which generally have negative
impact on group decision making is the Rough Set Theo-
ry (RST) [6]. The approach was introduced by Pawlak
[7]. RST resolve the challenges of uncertainty in group

decision making, by applying lower and upper approxi-
mation [8].

Supposing U is the universe, comprising all elements
and Y a random elements of U. R is defined as a set of
classes organized as Dy < D, ... < D, [6]. The lower ap-
proximation, APM(D;) upper approximation, APM (D,)

and boundary region, are thereforeexpressed as [9]:

u
APM(D;) = U[F E_——= D.-}

RO (1)
W{DQ:U{Fe%z Di} o
BD(D;) = U[}fe%#pi} -

:IFE%}D:-}U I}’E%ﬂ:ﬂi} "

D; can be denoted in the form of Rough number,
RN(D;), with the lower limit and upper limit expressed as
equations 4 and 5 respectively [10]

1 5R(Y)
Lim(D;) = — ) —— € APM(D;)
- PLZ )y —— @

—— 1Ry) ——
Lim(D;) = — Y —— € APM(D,)
PUZ ) (5)

The difference between the upper limit and the lower
limit of RN(D;), is BD(D;) expressed as

BED(D;) = [Lim(D;) - Lim(D;)] ©)
where P; and Py denote number of elements in
APM(D;) and APM (D,) respectively.

The interval arithmetic operation such as addition and
division is also applicable to rough numbers, the opera-
tion can be found in the work of [10].

2.2 Rough TOPSIS

The Rough TOPSIS is a hybrid approach for analyzing
group decision problem which combines Rough Set The-
ory with TOPSIS method. The RST is applied in operat-
ing vague data from experts involves in the group deci-
sion making process. The analyzed data then serve as
input information into the TOPSIS method for final rank-
ing of alternatives.

The analysis steps in the Rough TOPSIS are expressed
as follows [9]:

Step 1. Decision matrix X, formation, having m num-
ber of alternatives AT; (i =1, 2, ..., m) and n number of
decision criteria, DC; (j = 1, 2,... , n). Z representing
number of experts that partakes in the prioritization pro-
cess. The decision matrix produced is indicated as:
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where r =1, 2,... , z, and x; (i= 1, 2, ..., m) denote
rating of r-th expert for i-th alternative with respect to

criterion j.

Step 2. The decision matrix is transformed into rough
decision matrix S using the equations (1) — (6), and the
details of the transformation process can be found in the
work of [10]:

[x im! x lL.{'n]
[Eme 23m]

[-Ti['vxﬂ] [xf::-”-'f:]
5= [x3y. %551 [x3z. 2521

[I.fii.:xgi] [xf{.'::-"-'g:] [x'.{:ﬂvxgm] (8)

where x,-jl‘ and x,-jU indicate lower and upper limits of
rough number

Step 3. Evaluation of standardized decision matrix
with regard to rough number as follows:

Lﬂ,.fx':!!'; = —xi
et ®
Pir.'-f-:![.; = —Ii
R 1) B

where Nx;" and Nx;" denote the upper and lower limits
of the standardized rough matrix.

Step 4. Determination of the weighted standardized
rough matrix expressed as:
e W‘:‘ . Nx;’:.-

)

)

U _ U
¥i; = W;.Nag; (12)
The rough weights of decision criteria; W;;* and W;;”
analytical steps based on the equations (1) — (6) can be
found in [9].
Step 5. Definition of positive ideal solution (PS) and
negative ideal solution (NS) as follows:

v+ = m:_ax(}’i-if),ff_.i’ = B:m:_iu(}’i-‘}:l Ifjec W)

V7 = min(VE).If ] € B ; max(v2), )
14 14 (] )

where V;" and V;~ denote the values of PS and NS re-
spectively while B and C represent the beneficial criterion
and non-beneficial criterion respectively.

Step 6. The evaluation of each alternative separation
from the PS and NS respectively as follows:

EE TEC 1)
1

=N (E-v) + > (v -v)l

RONCEIENNGED) »

where Z;" and Z; ~ represent the separation of each al-
ternative from PS and NS respectively
Step 7. The rough TOPSIS performance value of each

alternative, Z4; , is evaluated as follows:
Z7

FZ4=— "
(z7 +z])

1

(17)
3 Results and Discussion

3.1 Numerical Example

The proposed Rough TOPSIS suitability in analyzing
different causes of engineering systems failure is illus-
trated with a numerical example. In the numerical exam-
ple, twoexperts assigned score to each causes of engineer-
ing system failurebased on 3 decision criteria whilst uti-
lizing 5-point likert scale. The assigned rating which form
the decision problem is shown in Table 1.The two experts
also assigned rating to the three decision criteria; DCI,
DC2 and DC3 in the order of importance based on 5
point likert scale, as shown in Table 2.

Table 1 — Experts assigned rating to alternatives

Expert 1 Expert 2
SN DC1 | DC2 | DC3 | DC1 | DC2 | DC3
AT1 5 4 5 4 3 5
AT2 4 3 3 3 4 3
AT3 4 3 2 2 3 2
AT4 3 4 2 3 3 4
ATS 2 2 1 1 4 1

Table 2 — Ratings for decision criteria importance

Expert DCl1 DC2 DC3
1 4 2 5
2 4 2 3

3.2 Rough TOPSIS Analysis

In the Rough TOPSIS, the rough weights of the deci-
sion criteria are needed as part of the analysis process. On
this basis, decision criteria are evaluated using the equa-
tions (1) — (6) and the detailed procedure on the analy-
siscan be found in the work of [9], and results produced
are indicated in Table 3.
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Table 3 — Decision criteria rough weights

. Normalized
S/N Rough weights rough weights
DC1 [4, 4] [0.889, 0.889]
DC2 (2,2] [0.444, 0.444]
DC3 [3.5,4.5] [0.778, 1.000]

The above process is proceeded with Rough TOPSIS
analysis which begins with the formation of the group
rough decision matrix. To form the matrix, the individual
expert ratings in Table 1 is aggregated using the equa-
tions (1) — (6) with the detailed procedure in the reference
[10]. The group rough matrix developed from the analysis
is indicated in Table 4.

The assigned rating for alternative, AT2 against deci-
sion criteria, DC1 (AT2 / DCI1) [3-4] is applied to
demonstrate the analysis:

i+ 4
Lim@) =1~ =35

Lim(3) = 3

Lim(4) = 4

S ii+4
Lim(3) = % =35

The lower limits and upper limits values are now aver-

aged to form rough number RN[ ATZ] as follows:

DC2
AT2 L_3.5+3_3?5
2) T2 T
ATE voog + 3.5
(DCE =375
AT?2
—_— = 2
RN (DCEJ [3.25,3.75]

Table 4 — Group rough decision matrix

are shown in Table 8. The engineering system failure
causes; AT1, AT2, AT3, AT4 and ATS5 are ranked based
on their respective rough performance scores. The rank
orders of the alternatives are shown in Table 8 and
Figure 1.

Table 5 — Normalized rough decision matrix

S/N DCl1 DC2 DC3

AT1 | 0.895 | 1.000 | 0.867 | 1.000 | 1.000 | 1.000
AT2 | 0.684 | 0.789 | 0.867 | 1.000 | 0.600 | 0.600
AT3 | 0.526 | 0.737 | 0.800 | 0.800 | 0.400 | 0.400
AT4 | 0.632 | 0.632 | 0.867 | 1.000 | 0.500 | 0.700
ATS5 | 0.263 | 0.368 | 0.667 | 0.933 | 0.200 | 0.200

Table 6 — Weighted normalized rough decision matrix

S/N DC1 DC2 DC3
ATI | 0.796 | 0.889 | 0.385 | 0.444 | 0.778 | 1.000
AT2 | 0.608 | 0.701 | 0.385 | 0.444 | 0.467 | 0.600
AT3 | 0468 | 0.655 | 0.355 | 0.355 | 0.311 | 0.400
AT4 | 0.562 | 0.562 | 0.385 | 0.444 | 0.389 | 0.700
AT5 | 0.234 | 0.327 | 0.296 | 0414 | 0.156 | 0.200
Table 7 — Values of PS and NS
Parameter DC1 DC2 DC3
PS 0.889 | 0.444 1.000
NS 0.234 | 0.296 | 0.156

Table 8 — Rough TOPSIS performance score (ZA) and rank

S/N Engh}eering system 7+ 7- 7A Rank
failure causes

ATi | Ineffective mainte- | 540 | ) 579 | 0813 | 1
nance

ATz | Misappropriation | foc | 0661 | 0520 | 2
of fund

AT3 Insufficient fund 0.812 | 0.490 | 0.376 4

AT4 | Insufficientskilled | foc | 650 | gaga | 3

manpower
AT5 Wrong location 1.079 | 0.157 | 0.127 5

S/N DC1 DC2 DC3

ATI1 4.25 4.75 3.25 3.75 5.0 5.0
AT2 3.25 3.75 3.25 3.75 3.0 3.0
AT3 2.50 3.50 3.00 3.00 2.0 2.0
AT4 3.00 3.00 3.25 3.75 2.5 3.5
ATS 1.25 1.75 2.50 3.50 1.0 1.0

After the formation of the group rough decision ma-
trix, the next step is the development of the normalized
form of it using the equations (9) — (10), and the generat-
ed result is shown in Table 5. The is followed with the
formation of the weighted normalized matrix in Table 6,
applying the equations (11) — (12) on data in Tables 3, 5.
The values of PS and NS is then evaluated, applying the
equations (13) — (14) on data in Table 6, and the results
obtained are shown in Table 7. Applying the equations
(15)—(17) Z*, Z~ and rough TOPSIS performance index,
ZA, are evaluated respectively and the results produced

From Table 8 and Figure 1, the most critical cause of
engineering system failure in most developing countries
is ineffective maintenance; AT1 having the highest value
of rough TOPSIS performance score of 0.813. The least
cause of the systems failure is wrong location ATS hav-
ing the least rough TOPSIS performance score and
ranked fifth position among the five alternative causes of
failure.

For developing countries to improve on telecommuni-
cation, health care delivery, water transportation, power
generation among others, there is the need for them to put
in place, an effective maintenance scheme that will guar-
antee safe and reliable operation of the machinery of an
engineering system.
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Figure 1 — Rough TOPSIS performance score (ZA) and rank

3.3 Rough TOPSIS comparison with other
existing MCDM tools in literature

Although, other multi-criteria decision making
(MCDM) tools such as, PROMETHEE, AHP, ELECTRE
and DEMATEL when applied as stand alone or in con-
junction with other techniques can produce similar result
with that of Rough TOPSIS. However, the choice of tools

generally depends on the analysts’ which is normally
guided by appropriateness and computational effort re-
quired [11]. In the light of this, a similar technique ap-
plied by Emovon [12] in comparing different MCDM
tools is utilized in this paper to compare Rough TOPSIS
with other hybrid MCDM tools.

Hand calculation / spreadsheet: tick — easy to calculate
using hand calculation / spreadsheet, and cross — difficult
to calculate using hand calculation / spreadsheet.

Software code: tick — easy to code and cross — difficult
to code.

Additional tool: Tick- no additional tool required to
implement & Cross- additional tool is required for im-
plementation.

From Table 9, it is clearly shown that the Rough
TOPSIS can be more easily analyzed and implemented
than other hybrid methods due to the fact that the meth-
odology process can be solved with either hand calcula-
tion or spreadsheet with less effort. Furthermore, from the
Table, no additional tool is required, in the implementa-
tion of the tool and this is as a result of the Rough Set
Theory capability of evaluating decision criteria weights
and at the same time managing the uncertainty of differ-
ent experts’ opinions.

Table 9 — Level of computational effort required of MCDM tools

Program Rough FUZZY- FUZZY- AHP- AHP- AHP-
Approach TOPSIS AHP DEMATEL | DEMATEL | ELECTRE | PROMETHEE
Hand calculation v X X X X X
Spreadsheet v v X X X X
Easy to code v X X X X X
Additional tool v v v X X X

4 Conclusion

This paper presented a technique for analyzing engi-
neering system failure causes. The technique utilized
Rough TOPSIS which integrate Rough Set Theory and
TOPSIS method for evaluating causes of engineering
system failure causes. The result of the analysis indi-
cate that ineffective maintenance is the most critical
cause of engineering system failure in most developing
countries.
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3acrocyBanns 3aco6iB Rough TOPSIS nns ananisy npuyuuH BigMOB iHXKeHepHUX cHCTEM

Emogon I., Haoa T.

OenepansHuit yHiBepeuTeT HadgToBUX pecypeiB, P.M.B. 1221, m. Eddypyn, Hirepis

AHoTanist. Y po6oti posriisiHyTa npoGiemMa BH3HAYECHHsS NPIOPUTETIB NMPUYUH BiIMOB iH)XEHEPHUX CHCTEM.
BimnosigHo, € moTpeba y po3BUTKY iHCTpYMEHTa ISl ileHTH(IKail KpUTUIHUX HpoOIeM B iH)KEHEPHUX CHCTEMax
Ul TOJETIICHHA NPUHHATTS pilleHb TNpH pPO3MOIUNT HAagBHUX peCypciB y 3a0e3MeyYeHHi ONTHUMAalIbHOL
MIPOAYKTUBHOCTI CHCTEMH. Y PoOOTi 3alIporOHOBaHA TEOPist TpyOHX MHOKHH IUIIXOM 3acTocyBaHHS 3aco0iB Rough-
TOPSIS ns ynopsiikyBaHHsI 3a IOTIOHICTIO IO TOCATHEHHS i7IealbHOTO pilieHHs. Takuii Miaxix J03BOJISE TTOETHATH
Teopito rpyoux MHoxHH i TOPSIS nist BU3HaueHHS NPiOPUTETIB y 3alaHOMY iHXKEHepHOMY cepenoBumii. HaBeneni
YHCJIOBUH TPHKJIIA]] BUKOPHUCTAHHS 3aIIPOIIOHOBAHOTO METO/Y Ta BIOCKOHAJICHA METOIMKA BUKOPUCTaHH iHpopMmaril
Bil eKcrepTiB. Sk pe3ympTaTi OOCHiKeHHS, Oynu BHABICHI (akTopu (IPUYMHM), MO MEPEIIKOHKAIOTh
ONTUMAJIbHOMY (DYHKIIOHYBAHHIO 1H)KEHEPHOI CHCTEMH, Y MOPAAKY 1X 3HAYYIIOCTi. 3ampoNOHOBAaHWU MigXiZ Mae
BIJHOCHI TepeBaru Haj iHIINMHU TiOPUIHHUMH METOJAMH, IO JIETKO MOXXHA 3IIHCHUTH 32 JONOMOTOI PYYHOTO
po3paxyHKy abo €JeKTpOHHOI TaOJWIl, HE BHMAraroud JOJATKOBHX IHCTPYMEHTIB JUIS OI[IHIOBaHHS KpPUTEPIiB
MIPUIHSATTS PillIeHb Ta CYKYIHUX JYMOK €KCIePTiB.

KurouoBi ciioBa: Teopis rpy6ux muoxxus, Rough TOPSIS, imkxenepHa cuctema, MpUYUHHU BiZ]MOBH, KpUTEpil
MIPUAHSATTS PillIEHHAS.

E6 MECHANICAL ENGINEERING: Computational Mechanics



JOURNAL OF ENGINEERING SCIENCES
KYPHAJI IHHKEHEPHUX HAYK

KYPHAJI HH)KEHEPHBIX HAYK

DOL: 10.21272/jes.2018.5(2).€2

Web site: http://jes.sumdu.edu.ua

Volume 5, Issue 2 (2018) : ,,?.'

UDC 004.82

Development of the Computer Graphics Management System

Using Text of Natural Language
Al Salaimeh S.

Agqaba University of Technology, 79 Wasfi al-Tal St., Aqaba, Jordan

Article info:

Paper received:

The final version of the paper received:
Paper accepted online:

June 5, 2018
August 24,2018
August 30, 2018

“Corresponding Author’s Address:
ssalaimeh@aut.edu.jo

Abstract. The computer has been an integral part of our life. We cannot imagine complicated mathematical and
technological calculation without using computer, but we are at this stage in the development of computing systems,
when is not enough computer obedience. We needed an assistant. In this paper, we can see the predicate presentation
of the text of the natural language personal computer is able to understand person and obey his command. As for the
scope of this method of representing natural language text, it is seen the first time that is the use spectrum is very
large; firstly, it can be used for research and educational purposes, as well as to study algebra of predicates. Secondly,
use as an assistant in the word a user with a computer (is a good addition to the programs engaged in speech
recognition). Thirdly, in the regions associated with artificial intelligence.

Keywords: predicate, natural language, mathematical calculation, human speech, artificial intelligent.

1 Introduction

Since of this century, the human way of life has
undergone serious changes. The computer has been an
integral part of our life. We cannot imagine
complicated ~ mathematical and  technological
calculation without using computer, but we are at this
stage in the development of computing systems, when
is not enough computer obedience. We needed an
assistant.

So that computer can carry out nonstandard tasks, it
is necessary to teach to thing and communicate with
person, in other words. Technical systems, mechanized
mental work, got the name of artificial intelligence
systems [1-4].

2 Research Methodology

One of the tasks of the artificial intelligence is
developing systematic methods for translating the
meaning of human speech into the language of
predicate algebra. Make sense in the form of concepts
into computer. But, how it can be done? What is the
meaning of the utterance? It is not difficult to answer it.
As is known, the meaning of utterance is a function of
the dependence of variables of this statement. It

remains only to find the text of the natural language
object variable. We will consider finding object
variable in the text of natural language in comparison
with the detection of these variable in mathematical
statements.

Consider an example, mathematical statement
(x +y =2z), where x, y, z — object variables by which
and in this case is variables definition on set
N={0,1, 2, ...} all nonnegative integers, in this form
the mathematical statement is not true, not false. But if
you imagine this expression as a function & = f(x, y, z),
where f — function that returns true or false
mathematical expression turns into a true function,
since the function ¢ indicates the truth of the
mathematical expression. So, the meaning of a
mathematical statement is a predicate & = fxi, xo, ...,
X») representing the dependence of the true of a variable
& on n subject variables xi, x,, ..., x, of this utterance.

We have consider, what is the meaning of the
mathematical statement. Now, guided by hypothesis of
a close relationship of natural and mathematical
language, suppose, that such an interpretation of the
meaning apply and to assumption of natural language
[3].

The text of the natural language consists of word
and the interrelations between them. We will leave the
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relationship for now, get special attention to words.
Single words, from which a proposal is drawn up, we
will consider as the basic elements of linguistics
algebra. What do individual words mean? Suppose,
that the express some predicate.

It is not difficult to see, what it is really. Let us take
a word, for example: the word cube. Enter object
variable x. turn to a person and we use it as a test
subject, it is easy to see what is carrier of predicate.
Expressed in word cube, really showing the subject a
variety of subjects x from any set A asking him, is it the
subject x cube? If x is a cube, then theanswer is truth,
otherwise false.

By it is behaviour, the subject is implemented by
some predicate, dependent on x and defined on the set
A. we write down it is types cube(x). it plays the role
of the elementary formula of linguistics algebra. The
word cube serves as predicate name, reproducible
subjects. So, the introduced elementary predicates can
be formed by means of Boolean operations; “—, “"”,
“» more difficult predicates: cub _ or ellipse (x) = cub
(x) ¥ ellipse (x); cub (x) = No _ cub (x); cub (x) "
ellipse (y) =cub _and _ ellipse (x, ). In the latter case,
it is no longer one subject x, cube, a second one is
ellipse, we see, that language uses negations as basic,
disjunction and conjunctive, linguistic algebra refers to
class of Boolean algebra [5-9].

Formalization of the text is subject to situational
suggestions. For example: (in cube there is an ellipse).
The relationship between objects cube and the ellipse is
described stand _ on (x, y), it can be subjected to
dismemberment. We introduce predicate stand _ (y),
understandable in the sense of an (object y stand) a
predicate on (y, x), corresponding to utterance (subject
y situated on subject x), it is clear that the predicate
stand _on (v, x)and stand y " on (y, x) match. It allows
further splitting and predicate stand (y). It can be
represented as a conjunction predicates present _ time
(y) and stand (). The first predicate means: “subject y
it is observed at the current time” second one: “subject
y presence is a state of standing” (irrespective of time).

Combining the conjunction of introduced predicates,
we write the sentence in question in the following
form. Cube(x) " ellipse (y) present _ time (y) stand (y)
" on (y, x), we will not move further in the analysis of
the semantic structure of this statement. To do this, it
will be necessary to penetrate onto the semantic
structure of words “cube” “and” “ellipse” *,”
“present”*‘time” “stand” “and” “on”. For this you can
refer to the explanatory dictionary, express the meaning
of each of these word using the given in its different,
the roles of which are phrases, made up of other words.
When will this process end, you need to collect words,
remaining not expression, and tie them to each other of
utterances system bearers of the natural language as
true. The utterances system performs the role of
analysis in the system of axiom. Defining the primary
concepts of mathematics. In the language it abstractly
defines the meaning of the word, which cannot express
using direct definition through other words. Above we
demonstrate the subdivision of the verb, but the same
division is allowed and nouns (object).

For example, the word cubes. These items consist of
faces, which in turn consist of a set of points, united in
the face. It means that if we denote all faces of the cube
as:
face  1(x), face ~ 2 (x), ..., face _ 6 (x), then
cube (x) =face 1 (x) " face 2 (x) " ... " face 6(x),
and each side can be represented in the following form:
face 1(x)=point 1 1(x) " point 1 2 (x)"...

.. "point 1 _ n(x),face 2 (x)=point 2 1(x)"
point 2 2 (x) " .. " point 2 n (x), ..
...,face 6 (x)=point 6 (x) "point 6 2(x)" ...

.. "point 6 7 (x).

3 Results

It can be shown, that almost all elements of the text
of natural language can be divided into more primitive
predicate, it means, that having identified all
elementary predicates of the text there is natural
language. We can express any situation with a semantic
expression. Up to this point, we have considered the
text there is a written natural language in terms of view
of understanding the computer.

But for interaction IBM and human need computer
management. For this purpose predicates of action,
which unlike ordinary predicates, performs some kind
of action and return of truth, if the specified action was
successful, and false if not? Example: predicate
highlight (x). This predicate object, highlight (cube
(x)), then the predicate of the action is checked for
truth.

Predicate cub (x) and if the subject cube exists, so
the predicate highlight this subject. As you see, the
predicate of action being given another predicate,
which take on the function of checking for the presence
of the environment of the object, of course, the
possibility of applying a predicate is not ruled out in
form highlight (x), but in this case complexity of the
fulfillment of the predicate is doubled (check for
presence of the object x among the selection of the
object if it exists). The first cases are preferable, since
at many levels of testing of action predicates the
perform duplicate functions (check for existence of
object among) example: move (highlight (cube (x))).

Action predicate are also subject to dismemberment,
for example: a cube is drawn on the screen of the
monitor, the user givers the command move (cube (x)).
This expression will correspond to the structure of
predicates, draw “recount _ coordinates (erase (cube
(x))”, this partitioning of the action predicate result
from the specifics of the display of objects on the
monitor. Also its possible to note, what happens when
objects are dismembered as cube, the predicate of
action acts to dismemberment, draw(cube(x)) =
draw(edge (x)) " draw(edge 2(x)) "~ ...
draw(edge 6(x)) = draw(point 1 1(x)) " "
draw(point_1_n(x)) "
draw(point 2 1(x)) " ... " draw(point 2 2(x)) " ...
... " draw(point_ 6 1(x)) " ... " draw(point_6_n(x)).
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4 Conclusions

Summing up, we can say that thanks to predicate
presentation of the text of the natural language personal
computer is able to understand person and obey his
command.

As for the scope of this method of representing
natural language text, it is seen the first time that is the

use spectrum is very large; firstly, it can be used for
educational purposes to study algebra of predicates.
Secondly, use as an assistant in the word a user with
a computer (is a good addition to the programs engaged
in speech recognition).
Thirdly, in the regions associated with artificial
intelligence and so on.
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Po3po0/ieHHs1 cucTeMH KepyBaHHS KOMII'IOTEPHOI0 Ipagikoro

3 BUKOPUCTAHHSAM TeKCTY NPUPOIHOI MOBHU

Anp Canatimex C.

Texzonoriunuii yriBepcuter M. Akata, By Bacoi ans-Tan 18, M. Aka6a, Hopaanis

AHotanisi. be3 koMm’torepa SK HEBII'€MHOI YacTMHM JKWTTS JIIOACTBA HEMOXJIMBO YSBUTH CKIIAJHHUN
MaTeMaTHYHHH 1 TEXHOJOTIYHMIA pO3paxyHOK Cy4aCHHX cHcTeM. IIpoTe, Ha [aHOMY €Tali PO3BMBHUTKY
00YHCITIOBAIBHUX CUCTEMH HEOCTaTHRO KOMIT FOTEPHOTO IPaMOTHOCTI 0€3 BiJIIOBiAHOTO MPOrPaMHOTO CYyIIPOBOAY. Y
3B’SI3KY i3 BHILE3a3HAYCHHM, Yy CTATTi BHKJIAZCHO TEKCT NMPUPOIHOI MOBH HEPCOHAIBHOrO KOMII IOTEpa, 3IaTHOTO
3pO3YMITH JIIONMHY 1 BUKOHYBaTH #Horo komangu. CTOCOBHO 0OCATY 3alpOIIOHOBAHOIO MiAXOAY, IOB’SI3aHOTO i3
TIO/IaHHSIM TEKCTY IPHPOTHOT MOBH, TO IOKA3aHO Pi3HOMAHITHHI CHEKTp I BUKOPHCTAHHS, ITO-TIepIIe, I HAyKOBUX i
OCBITHIX ITiJIeHf Ta BUBYEHHS anreOpu npenukaris. [lo-apyre, maHuid miaxiq Moke OyTH BUKOPHCTAHHH SK TIOMIYHHK Y
3B 513Ky KOPHCTYBa4a i3 KOMI IOTEPOM LUISIXOM CTBOPEHHS BIATOBIIHUX JOAATKIB IO MPOTPAMHOTO 3a0€3MeYeHHs, Y
TOMY YHCHi AJIs po3Mmi3HaBaHHAM MOBH. [lo-TpeTe, Taka MeToAMKa MOKe OyTH BUKOPUCTaHa B 0ONACTAX, MOB’A3aHUX
i3 CTBOPEHHSM 1 3aCTOCYBaHHSM CHCTEM IUTY4YHOTO iHTEJIEKTY.

Kurou4osi ciioBa: IpeaukKar, npupoaHa MoBa, MaTeMaTUYHUI PO3paxyHoOK, JIFOJICBKE MOBA, H.ITy‘-IHPIfI IHTEJIEKT.
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Abstract. This article deals with the problems of information processing, searching and finding the solutions in
the related fields of scientific knowledge. One of the solutions to this kind of problem is the software like expert sys-
tems. The aim of the article is to test the existing software tools for constructing expert systems, to make the assess-
ment of the existing feature set, to determine the set of criteria that influences on the selection of software, to analyze
the possible ways of using it regarding to structuring, storing, searching and changing of the accumulating knowledge
bases. The article provides a comprehensive analysis of existing expert system shells. As a result of the analysis, the
lifecycle phase of the expert system are considered, the basic criteria are selected for each phase. Focusing on the
most popular criteria, the best software for constructing the expert system is selected. A prototype of the expert sys-
tem was developed in the selected shells. The complexity of the prototype development is estimated. The shortcom-
ings of the software are identified. The analysis parameters are summarized in a comparative table. The best shell for
the construction of expert systems is selected considering the selected criteria.

Keywords: expert system, production system, ES shells, analysis.

1 Introduction

The total amount of information that an average em-
ployee uses in work has significantly increased lately.
The problem of processing a large array of data comes to
the fore in many areas of activity

According to Sviridov S. S., a developer or researcher
spends about half of working time searching for neces-
sary information [1]. For example, in the field of custom-
er support for software use, a consultant is guided by
about 10 technical standard documents and about 40 in-
structions of various types (the total volume of documen-
tation is several hundred pages). Information in the above
mentioned documents is periodically updated and sup-
plemented. And if the consultant supports several soft-
ware products or several groups of users solving various
tasks, then the situation becomes much more complicated

To reduce the time for finding a solution, searching for
answer from several knowledge areas and choosing sev-
eral alternative solutions, it is recommended to use expert
systems (ES). According to Doctor of Technical Science,
Professor Gavrilova TA, the expert systems shall be used
“... where the main difficulty relates to the use of weakly-
structured knowledge of practitioners and where the logi-
cal (semantic) processing of information prevails over the
computational” [2]. In other words, the expert system

must take up the “bottlenecks” of standard search: to
provide a substantive adaptation of the problem, the abil-
ity to consider the consultant skill and qualification level.
In the case of a significant discrepancy in the levels of
knowledge between the system and the consultant, an
explanation module is mandatory. In addition, the ES
should be able to learn enriching a knowledge base,
check the available knowledge for correctness, consisten-
cy and completeness.

It should be noted that the task of selecting the expert
system for search does not have a unique solution at pre-
sent. This makes it urgent to study a variety of evaluation
criteria, methods of construction and methods of using
various expert systems.

The purpose of this paper is to select the best software
for constructing the ES relative to CAD tasks.

2 Research Methodology

2.1

In the process of studying the problem of selecting the
best software, we will:

Procedure

— determine the set of criteria that influence on the selec-
tion of software for the implementation of the ES;
— select the software that meet the selected criteria;
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— prepare a “basic prototype” for testing the functionali-
ty of the selected software;

— develop the "basic prototype" in the selected software;

— identify potential difficulties in the development of the
ES;

— evaluate the complexity of the ES development.

Let us dwell upon the stage of defining a set of criteria
for selecting software for constructing the ES.

Factors for selecting the best ES can be conditionally
attributed to three different stages of the life cycle of the
ES: construction, usage and updating.

When selecting the ES, it is important to consider con-
struction methods that influence on the speed and ease of
system construction. According to P. Jackson [3], “... if
the success of the project depends on the development
term, then you should select a shell with embedded leg-
end tools and advanced user interface. Interface devel-
opment is one of the most time-consuming stages of sys-
tem design, and the more of this work can be shifted to
the shell, the faster the project will be completed”.

To construct the ES, it is necessary to pay attention to
the following parameters:

— work with a convenient method of knowledge repre-
sentation (logical, problem frame, rule-based etc.);

— ability to work with the knowledge base;

— general approach to all domains;

— presentation of peculiarities of the design model, the
design methodologys;

— consideration of the qualification of the ES user;

— modularization of the knowledge base;

— level of description details of the domain;

— task execution in the conditions of data lacking;

— availability of an inference machine;

— availability of the event log (record of system malfunc-
tion);

— ability to process the exceptional conditions;

— availability of a search mechanism of disambiguation;

— configuration of the necessary auxiliary software and
equipment for the operation of the ES;

— adaptive properties (ability to customize for a specific
domain);

— knowledge representation method.

In terms of the ES use, it is necessary to analyze fol-
lowing evaluation criteria:

— functionality (finding the answer, inquiry qualification,
explanation, training, etc.);

— speed of operation (speed of answer search);

— cost of acquisition, implementation, owning;

— ease of use of the ES (ease of editing tools, accessibil-
ity of the help system, user-friendly interface of the
shell, ease of learning, etc.);

— availability of the Russian version;

— possibility to study the scheme of obtaining (finding)
the answer;

— availability of a thesaurus (dealing with synonyms);

— possibility of searching a “negative” answer;
— logging of use cases (history of hits and search re-
sults).

When using the ES, there may be a need to improve
the existing functionality or introduce new capabilities.
Therefore, it is also important to consider the following
parameters:

— compatibility with other computer-aided design soft-
ware (integration);

— possibility of self-improvement of the ES (open
source, availability of an applied programming inter-
face);

— completeness and ease of use of technical documenta-
tion for the ES;

— reliability and perspectivity of the software company,
as well as the availability of qualified technical sup-
port;

— access security, delineation of rights.

To develop the most important criteria for us to select
software for constructing the ES, we will carry out a prac-
tical study using “Basic prototype”.

On a provisional basis, the “basic prototype” model
contains 3 basic elements: the question, the answer, the
recommendation. The ES for the “basic prototype” will
solve the problem of finding recommendations for some
malfunctions during user's work with the software.

At the beginning of the program, the user will be asked
what the error is related to - the file, the system start or
application software. Depending on the choice, a recom-
mendation will be offered or questions will be asked to
clarify the problem. The user can be offered solutions -
for example, contact customer support professionals
(ACS sector), send e-mail to the developer or find a de-
fective element.

To solve such problems, an important criterion is the
method of knowledge representation based on rules be-
cause they:

— allow us to create a knowledge base in “If-Then” form
which is familiar to user;

— possess modularization — each unit of information can
be deleted, changed or added independently of the rest;

— have self-explanatory function - it is possible easily
trace the set of rules used for output.

So our intermediate conclusion is that in order to solve
our task regarding the best software for constructing the
ES with respect to our conditions, the following criteria
are of practical interest:

— availability of the graphical interface of the program;

— ease of creating the ES;

— convenient tool for debugging the created system;

— possibility of self-improvement (open source, availa-
bility of an applied programming interface);

— necessity for installation of additional software to run
the program;

— cost.
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Based on the above criteria for developing the "Basic
prototype", the following software products were selected
to implement the required functionality of the ES.

2.2 CLIPS

The software environment for the development of ex-
pert systems is a rule-based system, the Rete algorithm is
used as inference engine. The main competitive ad-
vantages of CLIPS are:

— acceptable performance;

— explicit syntax;

— availability of calling external functions written in
other programming languages;

— modules written in CLIPS can be called by programs
written in other languages.

[ otManoic, Bperts
l daiin rlpedu_" _n_m
| o

(E=an]

iength 6757 lines : 207 Ll Colil Seditr|d Widows (CRLF)  UTF-8 INS

Figure 1 — Sample code written in CLIPS

Figure 2 — Graphical interface of CLIPS

2.3 Java Expert System Shell

Java Expert System Shell (JESS) is a shell for devel-
oping expert systems; the system was developed by San-
dia National Laboratory.

Intelligent system Jess allows you to create a Java ap-
plication providing the ability to process data based on
knowledge represented as rules.

At the moment, Jess is one of the easiest and fastest
shells for expert systems. Like CLIPS, the Jess kernel
uses the Rete algorithm to match the facts to the rules,
which is very efficient and fast in solving multiple com-
parison problems. It remembers the result of the last test-
ing of knowledge and re-tests only newly appeared facts.
Jess has a closed source code, unlike CLIPS.

& C\Windows\systemn3Zicmd e - lessT0p2\ JessTOp2\bin' jess. bat

Figure 3 — Graphical interface of JESS

2.4 Prolog

Prolog is a declarative language or predicate calculus
language. A predicate is a logical formula from one or
more arguments. Prolog involves a set of facts and rules
that ensure the finding of solutions based on these facts.
Inference mechanism of Prolog is based on a comparison
of facts and is the backward chaining inference. It ex-
tracts the stored (known) information by choosing an-
swers to requests.

e
o - s e@n

?
—

Figure 4 — Interface of IS development
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Figure 5 — Window with output of results
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2.5 Expert Developer Pro programming, fuzzy logic, neural networks and has

The program is designed to build a user polled system SQL interface.

and find a solution to a particular problem. When custom-
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Figure 10 — Dialog window of application development
Figure 7 — Dialog window of application development
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Figure 8 — Window with output of results

2.6 Exsys Corvid

Exsys Corvid is an intelligent system that can be used D Moo wrpsce | dew ok prry sben A Sk
to develop a knowledge base in any domain. The system
includes tools for program debugging and testing. Rules
can exist with some probability which is expressed by the
coefficient of confidence, the value is set by the expert
when developing the knowledge base. The system sup-
ports the backward chaining from facts to the goal, linear

Figure 11 — Window with output of results
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3 Results

Let’s analyze the functionality of the selected software
in relation to the declared set of criteria. The source code
for CLIPS can be written in any text editor. To start the
program, the shell is used. Dialogue occurs only in text
mode by entering values from the keyboard. When writ-
ing a program, it is necessary to compile a list of facts
and rules. At the same time when the program is working,
it is possible to change the fact base which is a process of
self-learning of program. It is possible to implement a
graphical user interface by means of other software (for
example, C ++ supports CLIPS commands).

In the Visual Prolog program shell, when writing a
program, it is necessary first to describe a list of condi-
tions (facts) during execution of which specific recom-
mendations will be displayed. At the same time, this set is
permanent; there is no change in the facts when the pro-
gram is working. Dialogue with the user occurs in the
console desk in text mode. Also, it was not possible to
implement the work of the program on the answer “NO”
and it is not possible to combine the conditions for “OR”.

JESS uses the CLIPS syntax, but it runs on the Java
platform, so you need to install additional software of
Sun. Unlike CLIPS, the source code is closed. The use of

the program is free for non-commercial use. The program
runs in the console text mode.

Expert Developer Pro is a program with a graphical in-
terface. To develop the program, it is necessary to indi-
cate a sequence of questions, while arranging a scheme
for finding the answer. The built-in system accepts only 2
variants of answer — “Yes” or “No” thus it is impossible
to combine conditions automatically. The source code is
closed, so no further development is possible. The ad-
vantages include the fact that you do not need to know
programming languages to construct the ES, the system is
constructed in the user-friendly graphic mode.

Exsys Corvid is commercial software. To work, you
need a Java platform, as well install Apache server. It is
necessary to build a complete tree for searching the an-
swer, creating variables necessary for the program opera-
tion by setting up the logical and command blocks. Self-
learning of program is not provided. The user interface is
very diverse - you can select the answer option with the
help of radio buttons, drop-down list, and active graphic
zones. The advantages include the lack of the necessity to
learn the programming language, but on the other hand
the process of developing and configuring the ES is quite
complex and time-consuming.

Table 1 — Comparison of parameters of ES shells

Program Convenient Possible
Software operating Ease for devel(?pment debugging improve- Add Free
of ES (ranking) of charge
mode tool ment
CLIPS Text mode* 2 + + — +
JESS Text mode 3 — - + +
Visual Prolog Text mode 4 + - — —
Expert Developer Pro Graphic mode 1 Not required - — +
Exsys Corvid Graphic mode 5 + - + —

4 Conclusions

As a result of the research, the following software
products used for constructing the ES were tested:
CLIPS, JESS, Prolog, Expert Developer Pro and Exsys
Corvid. In terms of development ease, Expert Developer
Pro and CLIPS proved to be the best. Expert Developer
Pro and Exsys Corvid are characterized by graphic mode,
and CLIPS can be also integrated with a graphical inter-
face written in other software. Debugging tools are not
required for Expert Developer Pro, and only JESS has no
convenient debugging tool.

Only CLIPS of the entire tested software has open
source code and can be implemented. The disadvantages
include the need to install additional software to run the

program, which is typical for JESS and Exsys Corvid.

Considering the ease of development, convenient de-
bugging, ability to be improved, self-learning, as well as
the absence of the need to install additional software and
free distribution, the best choice for constructing the ES
can be CLIPS.
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AT «BHAIAEH», Byn. 2-ra 3anizauyHa, 2, 40003, M. Cymu, Ykpaina

Auoranisi. CtarTs npucBsiyeHa npobiaemi o6podku iHpopMallil, MOMIYKY i 3HAXOMKEHHIO PIlICHb y CYMDKHHX
obacTsX HayKOBHX 3HaHb. OIHUM i3 pillIeHb TAKOTO POJY 3aBJAHb € KJAac IPOrpaMHOro 3a0e3NeyeHHs — eKCIepTHI
cUCcTeMH. Y CTaTTi IIOCTaBJIEHO 3aBAaHHSA pO3IVITHYTH IIPEICTABICHUH Ha CBITOBOMY pPHHKY HpOTpaMHHI
IHCTpYMEHTapiil JUIs1 HOOYJOBY €KCIIEPTHHUX CHCTEM; OLIIHUTH HasBHUH (YHKIIOHAN, BU3HAYUTH HaOIp KPUTEPiiB, sKi
BIUTMBAIOTHh Ha BUOIp MPOrpaMHOro 3a0e3MedeHHs; IPOBECTH aHaNi3 IMOBIPHHUX 3aC00iB BUKOPHUCTAHHS CTOCOBHO JI0
obnacTell CTPYKTypyBaHHA, 30epiraHss, MOIIyKy, 3MiHH 0a3 3HaHb, IO HAKONUYYIOTHCA. Y CTATTI MPOBEACHO
BceOIYHMI aHami3 OOOJOHOK Ul EKCIePTHUX CHCTEM, L0 ICHYIOTh. Y pe3ydbTaTi aHaji3y pO3TISHYTI eTamu
JKUTTEBOTO LUKIY €KCIEePTHOI CUCTeM; JJII KOXKHOTO eTaly oOpaHo OCHOBHI kputepii. OpieHTylounch Ha KpuTepii,
0 KOPHCTYIOThCS HAaWOUIBIIMM MOIHMTOM, BHKOHAHO IiAOIp ONTUMAIBHOTO IPOrpaMHOrO 3a0e3MedeHHs Ui
NoOyIOBU eKCIIepTHOI cHcTeMH. B oOpaHMX 000JI0OHKax po3poOJeHO MPOTOTUN eKcIiepTHOi cuctemu. IIpoBeneHo
OIIIHKY TPYAOMICTKOCTI Ta CKJIAJHOCTI BHKOHAHHS HPOTOTUIY. BUSBICHO HENONIKH PO3MIISHYTHX NPOTPaMHHX
npoxaykriB. [lapamerpu, 3a SKHUMH TPOBOAWBCS aHANi3, 3BEICHI M0 MOPiBHANBbHOI Tabmmui. OOpaHa onmTHManbHa
00010HKa T TOOYIOBH €KCIIEPTHUX CHCTEM 3 YpaxXyBaHHAM HAaBEICHUX KPUTEPIiB.

Ki11040Bi cj10Ba: excrepTHa cUCTeMa, IPOAYKIiHHA CHCTeMa, OOOIOHKH IS eKCIIEPTHHUX CHCTEM, aHai3.

BI/Iﬁip ONITUMAJILHOT'O IIPOrpaMHOro 3a0e3meueHHs] AJIs l'l06leOBH CKCIIEPTHUX CUCTEM

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. E 10-E 15

E 15


http://clipsrules.sourceforge.net/OnlineDocs.html

JOURNAL OF ENGINEERING SCIENCES
KYPHAJ IHZKEHEPHUX HAVYK

KYPHAJ MHXKEHEPHBIX HAYK

DOI: 10.21272/jes.2018.5(2).e4

Web site: http://jes.sumdu.edu.ua
Volume 5, Issue 2 (2018)

UDC 004.89:621.313.5

Implementation of Efficient Artificial Neural Network Data Fusion

Classification Technique for Induction Motor Fault Detection
Altaf S.!, Mehmood M. S.z, Imran M.}

!'Sensor Network and Smart Environment Research Centre, Auckland University of Technology, Auckland, New Zealand;
2 Sajid Brothers Engineering Industries, Awais Qarni Road, Gujranwala, Pakistan;
3 Ministry of Industries and Production, Islamabad, Pakistan

Article info:

Paper received:

The final version of the paper received:
Paper accepted online:

June 7, 2018
September 18, 2018
September 22, 2018

*Corresponding Author’s Address:
saud.altaf @aut.ac.nz

Abstract. Reliability measurement and estimation of an industrial system is a difficult and essential problematic
task for control engineers. In this context reliability can be described as the probability that machine network will im-
plement its proposed functions under the observing condition throughout a specified time period of running machine
system network. In this study single sensor method is applied for fault diagnosis depending on identification of single
parameter. At early stages it is hard to diagnose machine fault due to ambiguities in modeling environment. Due to
these uncertainties and ambiguities in modeling, decision making become difficult and lead to high financial loss. To
overcome these issues between the machine fault symptoms and estimating the severity of the fault; a new method of
artificial intelligence fault diagnosis based approach Dempster—Shafer theory has been proposed in this paper. This
theory will help in making accurate decision of the machine condition by fusing information from different sensors.
The experimental results demonstrate the efficient performance of this theory which can be easily compared between
unsurpassed discrete classifiers with the single sensor source data.

Keywords: Dempster—Shafer theory, data fusion, fault diagnosis, artificial neural network, fast Fourier transform.

1 Introduction

In fault detection of source related to machine condi-
tion monitoring, its diagnosis and information gathering
are the key steps before it goes into failure. It is also a
fact that without availability of prior information machine
fault cannot be recognized timely. Condition of fault is
mainly dependent on time and available spectrum signa-
ture. It is always a difficult task to diagnose the machine
fault at preliminary phase due to uncertainties in its mod-
eling. In this context a method of single sensor based on
signature of single parameter for diagnosis is suggested in
this paper. But sometimes decision goes wrong and may
cause loss of throughput and significant financial losses
[1].

Yen et al, [2] have advocated the use of data fusion in
CBM, since decision making using more than one sensor
increases the accuracy of decision. In this scenario,
Dempster-Shafer evidence combination or neural nets or
fuzzy logic decision making may be used to determine
the identity of fault by combining identity declaration
from individual sensors.

Fan et. al in [3], studied the features extraction method
from raw data, reasoning of faults and decision making
derived from diagnostic knowledge. But practically, fault
characteristics may be uncertain and inaccurate owing to
sensor faults and some restrictions of the feature extrac-
tion approaches. Some features may not be visible when
any faults are in the initial phase of development. This
research introduced an improved membership function,
importance of features, evidence capability issues, evi-
dence significance, and conflicting evidences into D-S
combination rule in practical application to avoid the
important information loss and precision in decision
making.

The Dempster-Shafer evidence theory was applied to
image segmentation in a Markov field context [4]. The
parameter estimation problem was considered as a classi-
cal mixture estimation problem. A generalized mixture
estimation method was then applied to solve the parame-
ter estimation problem in the context of the multisensory
evidential Markov field model. The research shows that
the estimated parameter based estimation is close to the
true parameter estimation.
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According to the Denoeux [5], D-S evidence theory
differentiates between uncertainty and probability func-
tions. These probability functions can be sub class of
belief functions and the evidence theory decreases the
probability theory when the probability values are well-
known. Denoeux work’s further extended by Yang et al
in [6]. They modified the method for 3-phase induction
motor system, based on current and vibration signal. To
increase the performance and precision of fault diagnosis
in system, they combined NN algorithm with D-S evi-
dence theory and decision level approach. First of all,
features extraction (mean, skewness, kurtosis etc) is man-
aged by one-dimensional (1-D) discrete wavelet trans-
form. Secondly, the extracted data are used for vibration
and current inputs of the NN based on D-S theory. Final-
ly, approximated basic belief assignment (BBA) outputs
from classifiers are merged by D-S theory for improving
the fault diagnosis accuracy.

In this paper, Fault diagnosis based approach Demp-
ster—Shafer theory has been proposed to make an accurate
decision of the machine condition by fusing information
from different sensors. The experimental results demon-
strate the efficient performance of this theory which can
be easily compared between unsurpassed discrete classi-
fiers with the single sensor source data.

2 Research Methodology

2.1 Mathematical modeling of Dempster—
Shafer (D-S) evidence theory

2.1.1 Frame of discernment (Fod)

The Dempster-Shafer evidence theory employs proba-
bility theory to explain the practical uncertainty prob-
lems. The Dempster-Shafer evidence method is regarded
as a generalized Bayesian theory [1]. The theory can
demonstrate support not only for an object but also for
the union of objects.

To compute the credibility of distribution from all
kinds of faults, let assume 6 be a fixed set of elements
and N independent evidence element. We refer the 6 like
the FoD [22]; it consists all groups with the subsets of 6
is known as the power of set of #, and denoted by 26,
when 6 has n elements, 2% has 2" elements.

Suppose 6 = {F,, F,, ..., F,}, if there is N autonomous
reliable distribution function in the identical recognition
framework, so m;, m,, ..., m,, the combine result is [23]:

) 0

1 Fi#¢
i=1

Once the combination, the whole credit assignment
function (CAF) is as given below:

1 n
N, ]1_:[ mj<Fj)' @
1

F=F

m(F)=(m ®m, ®...®&m \F)=

The reliability distribution function’s m,(F;) of the first
i sensor at current state F; and reliability distribution
function R is as follows [24]:

m(F)= C(F,) , 3)

%Ci(Fm)'l'Ns(l_Ri)(l_aiﬂi)

where a;, f; are correlation coefficients.
And reliability distribution function m,(6) is in the evi-
dence body E as given below:

m(@) — Ns (l _Ri)(l _aiﬁi) ) (4)
> C(E,)+Ny(1-R)1-a,8)

Jj=1

So, the largest correlation coefficients ¢; as follows:

a; = maxj{Ci(F )} &)

m

And distribution correlation coefficient f; is:

(6)

B = 1 N.o, 1l

Ne=llsoe(r)
j=1

Sensor reliability coefficient R; could be uncertainty of
the CAF:

R=ap13 ap. (7)

Jj=1

Before going to calculate the confidence period, com-
pute the belief proposition function (Bel) and likelihood
function (Pls) as follows [23]:

Bel(A)= %m(B); )
PIs(A)=1- Bei(A)= 3 m(B).

ANB

Where Bel(A) and Pls(A) are the proposition of A’s the
confidence level.

2.1.2 Dempster’s rule of combination

As discussed above, Dempster’s theory has been sug-
gested for the evidence combination when the evidence
from dissimilar sources has diminutive difference. Demp-
ster’s rule joins many belief functions (Bel) through their
respective BPAs. These all belief functions are described
on the identical FoD. Although, these are derived from
autonomous evidence sources. This theory is based on
conjunctive operation. The result of belief function com-
bination consists of conjunctive pooled evidence [4].

Suppose sensor S; observes parametric data and as-
signs mass probabilities [mp(Aq), mp (A1), mp(Ay)] to
the 3 propositions and sensor S, assigns the mass proba-
bilities [mpy(Ag), mpr(A;), mpr(A,)] respectively. The
following Table 1 summarizes the D-S combination rule
for the fault diagnosis.
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Table 1 — D-S combination rule’s

S
[mp1(Ap)] [mp,(A1)] [mp1(A2)]
S»
[mpa(Ag)] mp(Ag) = mp(Ag)mp,(Ag) ko7 = mp1(Ag)mpa(Ag) mp(Ao) = mp(Ag)mps(Ao)
[mpa(A)] ko = mp1(Ag)mps(Ag) mp(Ag) = mp(Ag)mp,(Ag) mp(Ao) = mp(Ag)mps(Ao)
[mpa(Ar)] mp(Ag) = mp(Ag)mp,(Ag) k1o = mp1(Ag)mpa(Ag) mp(Ao) = mp(Ag)mps(Ao)

The matrix elements shown in Table 1, are the joint
the evidences of two sensors which assigned as per the
combination rule. The joint probability for equal proposi-
tions, products of the masses are given by each of sensor.

Dempster’s rule of combination [24] calculates a nor-
malization factor nf which is the total of the masses given
by the divergence propositions (Figure 1).

Combine

first,

Figure 1 — Classification of evidences [1]

The Dempster’s combination rule subsequently may be
inscribed for two autonomous sources as:

Z mp, (A, )mpz (B j )

mp(A,) = e o ; 9)
nf = Zmpl(Ai)mp2<Bj>’
AlB;=¢

where @ represent the empty set and A; defined as a
general proposition.

3 Results

We suppose the three evidences to perform the online
monitoring of induction motors in MATLAB and Demp-
ster—Shafer Engine 1.0 (DSE) is used for the fusing sen-
sors data. For that, an enormous number of different sig-
nals exist in production line to detect the three hypotheses
were chosen as faults types. Three evidences sources
against these fault types in healthy and faulty motors and
mass probabilities functions are shown in the following
Table 2.

these BPAs

Table 2 — Sources of mass probabilities functions in Healthy
machine

Evidences Sensor number Diagnosis
sources 1 2 3 result
Evidence 1 0.011 0.003 | 0.011 uncertainly
Evidence 2 0.001 0.000 | 0.000 healthy
Evidence 3 0.000 | 0.000 | 0.000 healthy

In each case the condition signal provides a qualitative
indication of the sensor fault. The only significant tem-
poral resolution of the method used to estimate the fre-
quency spectrum. Temporal resolution can be improved
by increasing the overlap of blocks but this incurs a sig-
nificant computational penalty.

Figure 2 a shows the effect of a sensor hard over fault
and failure which is initially detected using samples in the
block 94—-150 minutes, however the sensor status value is
only reduced to 0.59 as the first 19 samples in the block
are obtained from a healthy sensor. The status value is
reduced to zero by data in the block 119—175 minutes and
all subsequent blocks. In Figure 2 b, the sensor is unpre-
dictable from 95 minutes. The sensor status output is
reduced appropriately by data in the block 85-145
minutes and all subsequent blocks. Figure 2 ¢ demon-
strates that a sensor point fault at 83 minutes and the
sensor status value is reduced to 0.09 by data in the block
47-139 minutes but returned to unity by data in the block
77—-133 minutes. In response to the sensor fixed fault at
110 minutes the sensor status value is reduced suitably by
data in the block 110-210 minutes and all subsequent
blocks.

The following Tables 3, 4 shows the specification of
features classification and accuracy of each fault class for
network training and data testing with 100 evidence trees,
with splitting one class variable for each split with their
accuracy percentage against each evidence. For features
classification, specific numbers of sample are taken by
each sensor, and train it through proposed theory.

The following Figure 3 presents the performance er-
rors against each targeted class. As we can observed that
in classification of class 1 and 3; the required best epoch
is near 32 and 26, which is not close targeted value which
shows the less accuracy in training. Instead, class 2 is
very adjacent and shows the healthy state of evidence
class.
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Table 3 — Specification of features classification 'g w07
w
Class Condition | Samples Training | Testing E
sample sample 2wl
1 uncertainly 10 15 15 E
2 healthy 10 15 15 £
3 uncertainly 10 15 15 10"
Table 4 — Each fault class accuracy with trees structure )
10 L L i
: . 0 0 15 20 25
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1 10/07010]0]0]5)0)0/]60 Figure 3 — Class 1 (a), 2 (b), and 3 (c) performance
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Figure 4 shows the error percentage of all the evidenc-  Conclusions

es.
Error Histogram with 20 Bins This paper discussed the machine fault diagnosis using
L A s e o R et e e s e the sensor fusion technique D-S evidence theory.
350 - =$;au‘;ia:%n H{  Through the theoretical and practically, we found this
sk B Test | theory very efficient and realistic in machine fault diag-
Zero Error nosis concept. A critical comparison is also performed
" between the different sensors fusion in respect to time
o which also show the accuracy percentage of D-S. The
E results shows that it effectively enhance the reliability of
2 machine diagnosis and very much decreased the probabil-
- ity of uncertainty. It also detects the different faults time-
ly to reduce the cause loss of throughput and significant
financial losses among the industries. Therefore, it can be
believed that the fault diagnosis of electric machines is a
S I E Y I R T E Y N significant investigate topic with great potential for appli-
g@%@%%%ﬁﬁ@iggﬁgégi@g% cation in industry.
$999933358839s3s <99¢
Errors = Targéts - Outputs 4 Acknowledgements
Figure 4 — Overall error percentage instances The authors would like to thanks to Sajid Brothers En-
gineering Industries (Pvt.) Ltd Gujranwala Pakistan for
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BnpoBamxeHHsi epeKTUBHOI MeTOAMKH KJIacu(pikauii 3JiMTT JaHUX IS BUSHAYEHHSA

HeCNPaBHOCTell ACHHXPOHHOI0 IBUIYHA i3 32CTOCYBAHHAM IUTY4YHOI HelipOHHOI Mepe:xi
Ansrad C.', Mexmya M. C.%, Impan M.

! JIOCTiTHUTIBKHI TICHTP MEPEkKi TATUUKIB Ta IHTEJIIEKTYaIbHOTO CEPEIOBHUINA,
OKJIeHACHKUHN TeXHOJOT1YHNI yHiBepcuTeT, M. Okiena, Hoa 3enanmis;
? ImxeHepHa KoMmaris “Sajid Brothers”, msix Asaifs Kapni, m. I'ymwkapsaia, [lakncras;
3 MiHicTepcTBO IPOMHUCIOBOCTI Ta BUPOOHHITBA, M. Icnamaban, Ilakucran

AHoTanisi. BuzHaueHHs HamidHOCTI Ta OLIHKA IPOMHCIOBOI CHCTEMH € BaKKMM 1 Ba)KJIMBHM IIPOOIEMHUM
3aBIaHHAM U1 iIH)KeHepil KepyBaHHs. Y IIbOMY KOHTEKCTI HalilHICTh MOXKke OyTH OXapaKTepH30BaHa sIK BipOTiAHICTh
TOTO, III0 MalIMHHA MEpeka peajl3ye CBOi 3aIpoNOHOBaHI (YHKIIi B yMOBaX CIIOCTEPEKEHHS BIIPOJOBXK IMEBHOI'O
4acOBOTO IMPOMIKKY, KOJH IpPALIOE CHCTEMa MAalIMHHOI Mepexi. Y IIbOMY OOCHIIPKEHHI 3aCTOCOBYETHCS METOX
OIMHOYHOTO JaT4YWKa AJs MIarHOCTYBaHHS HECHpPABHOCTEH 3alie)KHO Bin ineHTHdiKkamii oxHoro mapamerpa. Ha
PaHHIX eTamax BaKKO JAIaTHOCTYBAaTH NMOMWJIKY MAIlMHM 4epe3 HEBH3HAUEHICTh y CEpPENOBHUINI MOJIEIIOBAHHA. 3
orysiay Ha i akTH, HEBU3HAUSHOCTI 1 IBO3HAYHOCTI B MOJIEIIFOBAaHHI, IPUHHATTS PIllICHb CTa€ CKJIAJIHUM 3aBIaHHIM
i IPU3BOJUTH 10 3HAYHUX (DiHAHCOBHX BTpAT. J{yIsl mMOJ0NaHHS IIMX MPOOIEM MiX HPOsSBaMH HECHIPABHOCTI MAIIMHU
Ta OI[HKOIO ii CTyNeHs B poOOTi 3alpONOHOBAHO HOBHMH MiJXiA i3 3aCTOCYBAaHHSM ILITYYHOTO iHTENIEKTY HAa OCHOBI
Teopii
Hemncrepa—Iladepa. Lis Teopis 103BosI€ OLIBIT TOYHO BU3HAYATH CTAaH MAIIMHU IIIIXOM 00’ €THAHHA iHpOpMaIii 3
pi3HUX JaT4MKiB. Pe3ynbTaTH YHCIOBOTO EKCIEPHUMEHTY JEMOHCTPYIOTh BHCOKY €(GEKTHBHICTH 3alpPOINOHOBAHOT
METOJHMKH Y MOPIBHSIHHI 3 TUCKPETHUMH Kiacu]ikaTopamy 3 BUXiTHUMH JaHUMHU OJMHOYHUX JIATYHKIB.

Kiwuogi cioBa: teopis Jemncrepa—llladepa, 3MuTTs naHuX, AiarHOCTYBaHHS HECTIPABHOCTEH, IITYYHA HEHPOHHA
Mepeka, MBHIKE MepeTBopeHHs Dyp’e.
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Abstract. In the development of model predictive controllers a significant amount of time and effort is necessary
for the development of the empirical control models. Even if on-line measurements are available, the control models
have to be estimated carefully. The payback time of a model predictive controller could be significantly reduced, if a
common identification tool would be available which could be introduced in a control scheme right away. In this
work it was developed a control system which consists of a neural network (NN) with external recurrence only,
whose parameters are adjusted by the extended Kalman filter in real-time. The output of the neural network is used in
a control loop to study its accuracy in a control loop. At the moment this control loop is a NN-model based minimum
variance controller. The on-line system identification with controller was tested on a simulation of a fed-batch peni-
cillin production process to understand its behaviour in a complex environment. On every signal process and meas-
urements noise was applied. Even though the NN was never trained before, the controller did not diverge. Although it
seemed like the on-line prediction of the NN was quite accurate, the real process was not learned yet. This was
checked by simulating the process with the NN obtained at the end of the batch. Nevertheless the process was main-
tained under control near the wanted set-points. These results show a promising start for a model predictive controller

using an on-line system identification method, which could greatly reduce implementation times.

Keywords: Kalman filter, neural network, on-line training, variance control.

1 Introduction

Most companies have limited resources as most of the
large central research departments have shrunken down.
Advanced control projects have to compete with other
cost saving projects and therefore need to have a typical
payback time of two years. Once a control system is in-
troduced, it has to be maintained as the process configu-
ration or process conditions can change willingly or un-
wanted, for example catalyst decoking. If it would be
possible to have a general control tool with self-tuning
capabilities for system identification and control, imple-
mentation time and thus payback times could be greatly
reduced.

The proposed control and system identification system
consist of a neural network with external recurrence,
whose weights are adjusted by the extended Kalman fil-
ter. The neural network’s prediction is fed to a second
extended Kalman filter which tries to obtain the set-point
at the next sampling point. This system identification
scheme and control structure can be seen as an adaptive
non-linear minimum variance control (Astrom and Wit-
tenmark, 1984).

2 Research Methodology
2.1

Neural networks are known to be non-linear fitters in a
certain domain. A neural network with external recur-
rence is normally sufficient for chemical processes as
they show slow dynamics compared with electrical
(Haykin, 1999).

Various neural network configurations can be seen as
the non-linear correspondent of known linear models
such as the models NARX, ARMAX, CARMA and state
space models (Haykin, 1999; Rivals and Personnaz,
1998).

The neural network weights are adapted by the extend-
ed Kalman filter, which is implemented as the MEKA
algorithm as first introduced by Shah and Palmiero in
1990, as well as later by Puskoris and Feldkamp in 1991
as the decoupled Kalman filter algorithm. In this case
every neuron has its own extended Kalman filter
(Figure 1).

System identification
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Figure 1 — Global extended Kalman Filter (a) and non-linear Kalman filtering per neuron (b)

The network weights are updated in real-time by a
Multiple Extended Kalman filter algorithm to account for
changes in the process, whose implementation can be
found in Scheffer et al. in 2000-2001.

New development have taken place in improving de
Kalman filter by replacing the derivatives for mean and
variance calculations (Julier and Uhlmanm, 1997) and
applying this concept to neural networks (Wan and van
der Merwe, 2000).

2.2 The control system

The estimate of the recurrent neural network is fed to
an extended Kalman filter to estimate the controller pa-
rameters or directly the manipulated variables. Here, the
latter approach is chosen and the manipulated variable is
directly estimated by the following dynamical system:

mk + 1) = m(k) + w(k); (1)

Ye(K) = Yann, (k) + v(k), 2

where m is the manipulated variable; y, — the con-
trolled variable; w and v are variables with a Gaussian
distribution of (0, Q) and (0, R) respectively.

The measurement d of the controlled variable is the
desired set-point of the controlled variable. The manipu-
lated variable is one of the inputs of the recurrent neural
network. In the application of the Kalman filter, the ob-
servation equation has to be linearised every sampling
instance. Thus the derivative of the controlled variable to
the manipulated variable has to be calculated, which is
the derivative to the recurrent neural network. The deriva-
tive of a neural network can be calculated by applying the
chain rule, which results for a two layer neural network
in:

dy, .
% = f'(Vk,j )'Z;\:‘ [Wk,ji ’ Wk—l,ihf'(vk—l,i )] 3)
Yi-2.n

The controlled variable can now be updated by the
Kalman filter:

m(k) = m(k)+ K1Y, e )= Ve () )

2.3  The penicillin production process

Fed-batch processing is a typical example of a process
exhibiting non-linear process dynamics. Especially, bio-
chemical processes are known to have a lot of interaction
between their state variables and are sensible to minor
changes in pH, dissolved oxygen concentration, and tem-
perature due to the sensitivity of the biochemical cata-
lysts. PID control behaves well in case of continuous
processing but in batch processing the control parameters
will never maintain optimal values due to the changing
process conditions. Therefore this seems to be a challeng-
ing study case as it exhibits non-linear process dynamics
and a need for a self-tuning controller (Figure 2).

Kalman filter
training = weight
adjustment
. UL
Kalman filter L :
(NLSTC) « :>
. | B Y

4@ 5 ( RNN -
Substrate T

Air flow State measurement

Penicillin
process

Figure 2 — The proposed non-linear
self-tuning controller scheme

The emphasis is put on the production phase and not
on the growing phase where an optimal feeding strategy
is essential in obtaining a high concentration of penicillin.
But it is essential to keep the dissolved oxygen concentra-
tion above 30 % to ensure life conditions to the fungi. In
this work the feeding strategy determined by Rodrigues
in 1999 is used and the control objective is to maintain
the dissolved oxygen concentration at about 55 %. The
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dissolved oxygen concentration is controlled by manipu-
lating the rotation speed through the mentioned non-
linear self-tuning controller.

An essential part of the non-linear self-tuning control-
ler is the recurrent neural network identification. Three
input and four state variables were taken to identify the
process and are the substrate feed flow, the rotation speed
and the air flow as input variables and the bio-mass con-
centration, the substrate concentration, the penicillin con-
centration and the dissolved oxygen concentration as state
variables. The mentioned Kalman filter algorithm will be
compared to the standard backpropagation algorithm.

3 Results

The system identification is an important part of the
control structure. It is necessary to have a good prediction
of the dissolved oxygen concentration of the next meas-
urement as this is used by the minimum variance control.
Therefore the on-line prediction was studied also without
the control structure to understand its prediction capabili-
ties. The standard back-propagation algorithm (SBP) is
one of the few algorithms was used as a comparison as it
is one of the few other recurrent algorithms. The parame-
ters of the standard back propagation and the Kalman
filter algorithms were tuned and a selection was made by
ranking them on the training error or on the simulation
error of all the state variables as mentioned in the former
paragraph. The simulation error was obtained by simulat-
ing again after the on-line training, which is the showing
of every data-point only one time to the neural network.
We would like to note that it was also tried to use the
standard backpropgation algorithm with momentum, but
that did not result in smaller errors than with the standard
backpropagation algorithm. The results are presented in
Figures 3-6.

From the Figures 3 and 4 it can be seen the known
fact, that the best training errors is no assurance for a
good generalization error and is clearly seen the larger
discrepancy between the data and the prediction in the
simulation with the one-time trained neural network. But
it is interesting to see that the usage of the Kalman filter
algorithm results indeed in a better general learning. Ad-
ditionally it can be seen that the simplification of the
global extended Kalman filter to multiple local Kalman
filters in the MEKA algorithm penalizes the general
learning. Additionally, the MEKA algorithm shows more
instability in the simulation (Figure 4).

If we turn to the tuning of the parameters, which lead
to the best simulation error (Figures 5, 6) the situation
becomes even more pronounced. During the training the
prediction of the dissolved oxygen concentration with the
backpropagation algorithm would not be suitable for
control as the concentration prediction during the predic-
tion is not good enough.

It is interesting to see that the instability in the MEKA
algorithm has been transferred from the simulations error
(Figure 4) to the training error for this case (Figure 5).
Still the MEKA algorithm’s prediction during the training
follows the real concentration.
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Figure 3 — Dissolved oxygen prediction of NN during the
on-line training (best training error and normalized data)
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on-line training (best simulation error
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The GEKF algorithm outperforms in this case very
much both algorithms. Therefore there is encouragement
to implement the unscented Kalman filter (Julier et al.,
1997) also, as this is an improvement over the extended
Kalman filter.

In Table 1 it is shown the errors for both cases. The er-
ror summed over all the state variables (bio-mass concen-
tration, the substrate concentration, the penicillin concen-
tration and the dissolved oxygen concentration. From the
table, it seems that the MEKA algorithm performs better

than the GEKF, but that is not true due to the instabilities
as shown in Figures 4, 5.

In Table 2 it is shown the calculation times of the dif-
ferent algorithms. Although it seems that the GEKF has a
much higher computational costs, it still means that the
calculation per data point is done in less than 1 second.
The data is probably not faster available from the on-line
measurements and therefore the GEKF would be a good
candidate also for on-line control scheme or even be the
favourite on-line neural network training algorithm.

Table 1 — Training errors for the best training and best simulation cases of the different algorithms

Algorithm SBP SBP MEKA MEKA GEKF GEKF
Best Best Best Best .Best Best
Parameter .. . . . . .. simula- ..
training | simulation simulation training tion training
Quality, 0 | 1.25-10° | 1.0-10° | (error-d_errorldw;)’ 0.20 1.0-10° | 1.0-10°8
Relative error | 5.09-10° | 2.34-10° 1.95-10° 224100 | 1.35-10° | 7.39-10°

Table 2 — Calculation times of the different algorithms
for 1 200 data points

Algorithm SPB MEKA GEKF

Calculation time, s 0.08 27 409

In Figures 7 and 8 it is shown the minimum variance
control of the dissolved oxygen concentration with the
on-line training of the recurrent neural network at the
same time. For the moment the MEKA algorithm has
been used and therefore it can still be gained from using
the GEKF algorithm. It can be clearly seen that the mini-
mum variance control is better with the MEKA algo-
rithm. The Kalman filter training algorithm assure that
the neural network training is better which results in the
much smaller deviations at the end of the batch run.

4 Conclusions

The on-line training of recurrent neural networks
should be done preferably with extended Kalman filter
algorithms. Localizing the Kalman filter to the neuron
level (MEKA) affects the learning of the neural network
and therefore the implementation of the unscented Kal-
man filter algorithm could lead even to further improve-
ments for on-line training of neural networks. However,
the simulations show that not always a good generaliza-
tion is obtained. The application of the minimum variance
controller with the on-line training of the neural network
showed that control could be obtained on the neural net-
works prediction without divergence of the algorithm.
Therefore, implementation or payback time could be
reduced by applying on-line training.
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Figure 7 — Estimation and minimum variance control
of the dissolved oxygen concentration concentration
(the recurrent neural network is trained
with the MEKA filter algorithm)
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KontpoansoBana onjiaiiH-cucreMa ifentugikauii Ha ocHoBi ¢piibTpa Kaamana
lanew E. H.

Imxenepruit konemx iM. Caseeta, M. Kyrrembaxkem, 600124, Taais

AHoTauisi. {11 po3poOJieHHS MPOTHOCTHYHUX MOJIENICH KOHTPOJIEPIB BUTPAYA€ThCS BITHOCHO BEJHMKA KiJBbKICTh
yacy Ta 3ycuiab. Yac OKymHOCTI KOHTposiepa 3 (YHKII€I0 IHTEIEKTYalbHOTO IMPOTHO3YBAaHHS MOXKHA CYTTEBO
3MEHIINTH 33 HAsBHOCTI 3arajbHUM IHCTPYMEHTY iJeHTH(iKallil, BBEAEHOTO J0 CXEMH KOHTpoo. Y poboti Oyna
po3poliieHa cucTemMa KepyBaHHs, siKa CKJIAIA€Thes 3 HelpoHHOT Mepexi (HM) 3 BUKITIOYHO 30BHINIHIM TOBTOPEHHSM,
rapaMeTpu sKoi perymoloThesi po3mmpeHuM ¢ineTpom KanMana y pexumi peansHoro uacy. Buxin HelfipoHHOT
Mepexi BUKOPUCTOBYETHCSI B KOHTPOJBHIN JIaHI IS BUBYEHHS TOYHOCTI KOHTYpY KepyBaHHs. Ha naHuii MOMEHT
el KOHTYp € KOHTPOJEepPOM MiHIManbHOI mucriepcii Ha ocHOBI HM-monemi. InmeHTndikamis oH-TallH cucTteMH 3
KOHTPOJIEPOM TPOTECTOBAaHA HUIIXOM MOJETIOBAHHS TPOLECY BUPOOHWITBA MEHINWIIHY 3 METOI PO3yMiHHA
MOBE/IIHKH y CKJIQJHOMY cepefoBuIli. Ha K0)XKHOMY CHrHaJbHOMY Mpolieci Ta BUMipPIOBaHHI 3aCTOCOBYBABCS IIYM.
HesBaxaroun Ha Te, mo HM Hikonu paHimie He HaBYaiach, PO3XOJPKEHHs KOHTpoOJiepa HE CIOCTepiraiock. Xoda
omnaitH-nporno3 HM OyB n1ocTaTHbO TOYHUM, pEaJbHUH TNPOIEC 3aIUINAETHCS JOCi He BHBYEHMM. BiH OyB
TepeBipeHNH IMiTali€lo mporecy i3 3acrocyBaHHAM HM as oTpruMaHOTO KiHIEBOTO MPOAYKTY. THM He MeHII, Hei
MIPOIIEC TPUMABCS ITiJ] KOHTPOJIEM MOPYY i3 BCTAHOBJIEHUMH «PO3yMHUMM» Toukamu. OTpUMaHi pe3yabTaTH CBiquaTh
PO TEPCHEeKTHBHI CHpoOM MOIENIOBAaHHS IHTEJIEKTYAIFHIX KOHTPOJEPIB i3 BUKOPHCTAaHHSAM METOAY OH-JTalH
ineHTUdiKaIlii, 10 3HAYHO BKOPOUYE Yac peaisarii.

Korouosi ciioBa: dinstp Kanmana, HelipoHHa Meperxa, OHIIalH-HaBYaHHS, BapiaTHBHUI KOHTPOJIb.
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Abstract. This paper presents results of the use of Big Data approach and neural network for the pipelines diagno-

sis problem. In this case the pipeline is in the conditions of crack growth of corrosion fatigue and exposed to hydro-
gen. It is proposed to use graphene protective coatings. The mathematical model for estimating the changes in the ef-
fective surface energy of WPL during plastic deformation, electrochemical overstrain, polarization potential and cur-
rent density of the metal dissolution reaction at the top of the crack on the pipeline surface during its mechanical
loading in an aqueous electrolyte solution is given. The dissolution of the metal is considered on the juvenile surface,
taking into account the anode and cathode regions based on the approaches of surface physics and electrochemistry.
An element of a mathematical model is a quality functional, taking into account information flows and a sensitivity
coefficient. Functional quality is used to specify the feedback between the investment project methodology and risk
estimates, as well as to optimize the information flows of enterprises and improve the system of protection of metallic
underground pipelines that operate under conditions of corrosion fatigue. The purpose of this project is to improve
the relevant regulatory and technical documents as well as software.

Keywords: gas pipeline, monitoring, fatigue crack, corrosion, databases, Big Data, neural network, intelligent soft-

ware, hardware, databases.

1 Introduction

The problem of unstructured data is related to the sep-
aration of sources, their format and quality [1, 2].

Underground metal gas pipelines that come in contact
with soil electrolyte can be taken as an example. Thermo-
mechanical processing allows the yield strengths of pipe
steels to be tailored through combinations of grain re-
finement, precipitation hardening (micro-alloying) and
phase transformations [3].

Places of maximum stresses are the tips of cracks in
the metal. Near the tips of cracks appears the influence of
hydrogen. The influence of hydrogen leads to hydrogen
embrittlement. That can be dangerous for metal pipelines.

Once hydrogen has been absorbed into the steel at the
crack tip, the mechanism(s) responsible for material dam-
age resulting from electrochemical and gaseous charging
will be similar with most of the experimentally observed
differences resulting from differences in the thermody-
namics and kinetics of the dissociation reactions influenc-

ing the activity of the atomic hydrogen in the crack tip
process zone [3].

Control of pipelines and technical equipment should
take the standards, other regulatory documents, criteria of
strength and reliability into account. In result, researchers
will receive large amounts of unstructured data (Big Da-
ta).

It is necessary to create new methods for analyzing
flows of information and chemical components for cor-
rect organizing, integrating and processing large data of
underground piping systems. This is a problem of re-
search.

2 Literature Review

Experienced pipeline operators utilize Magnetic Flux
Leakage (MFL) sensors to probe oil and gas pipelines for
the purpose of localizing and sizing different defect types
[4]. A large number of sensors is usually used to cover
the targeted pipelines. The sensors are equally distributed
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around the circumference of the pipeline; and every three
millimeters the sensors measure MFL signals [4]. Thus,
the collected raw data is so big that it makes the pipeline
probing process difficult, exhausting and error-prone.
Machine learning approaches such as neural networks
have made it possible to effectively manage the complex-
ity pertaining to big data and learn their intrinsic proper-
ties [4]. Discriminant features, which characterize differ-
ent defect depth patterns, are first obtained from the raw
data. Neural networks are then trained using these fea-
tures. The Levenberg-Marquardt back-propagation learn-
ing algorithm is adopted in the training process, during
which the weight and bias parameters of the networks are
tuned to optimize their performances [4].

The real-time text processing pipeline using open-
source big data tools which minimize the latency to pro-
cess data streams, explain it and evaluate is proposed in
paper [5]. Proposed data processing pipeline on Apache
Kafka for data ingestion, Apache Spark for in-memory
data processing, Apache Cassandra for storing processed
results, and D3 JavaScript library for visualization is new
technology [5]. Apache Kafka is a distributed data trans-
fer system that allows to process large amounts of data in
real-time. The effectiveness of the proposed pipeline
under varying deployment scenarios to perform sentiment
analysis using Twitter dataset is evaluated [5].

A novel model for reasoning across components of Big
Data Pipelines in a probabilistically well-founded manner
is proposed [6]. The interaction of components as de-
pendencies on an underlying graphical model is present-
ed. Different message passing schemes on this graphical
model provide various inference algorithms to trade-off
end-to-end performance and computational cost. The
framework with an efficient beam search algorithm is
instantiated. That demonstrates its efficiency on two Big
Data Pipelines: parsing and relation extraction [6].

An infrastructure for parallel analyzing big data in or-
der to search, pattern recognition and decision-making
based on the use of the Boolean metric of cyberspace
measurement is proposed [7]. It is characterized by using
only logical operation for determining the cyber-distance
by means of cyclic closing at least one object, which
allows significantly increasing the speed of analysis of
large data [7].

Formulation of the research goals

The purpose of this study is to organize and integrate
informative resources of Big Data in the system of a gas
pipeline and cathodic protection device and correspond-
ing technological, physical and chemical processes.

System of objects and processes

The objects of a gas transport system (GTS): metallic
pipes; metallic and dielectric coverages; devices of cath-
ode defence; devices of anodic defence; compressors;
devices of diagnostics and control are considered. Addi-
tional objects of research: standards and other normative
documents; software; technological, physical and chemi-
cal processes for the enumerated objects and processes
characteristic large amount of information (Big Data) are
taken into consideration.

A problem of the Big Data obtained during diagnosis
of underground gas pipelines (UGP) and devices by
means of contactless current measurements (CCM) is
raised [8].

3 Research Methodology

3.1 Mathematical modeling of pipelines in the
conditions of corrosive fatigue

The presence of fatigue cracks on the surface of metal-
lic underground pipelines emphasise the problem of cal-
culation values of strength characteristics at the action of
corrosive environments that did not find the complete
decision nowadays. In this connection it is necessary to
correct the row of defects and normative and technical
documents related to insufficient actuality of correspond-
ing.

In normative documents from exploitation of construc-
tion elements on this time the reasonable norms of legit-
imate values of corrosive damages, reduction of bearing
strength of construction elements are absent. It creates
complications in the ground of normative terms of exploi-
tation and evaluation of the maximum state of metallic
constructions, in planning of charges on exploitation of
construction elements and repair and restoration work.

An object of researches is underground metallic pipe-
lines that are in the conditions of corrosion-fatigue de-
struction. The subject of a study is normative document.
It is expedient to specify and perfect on the basis of the
information acquiring of results monitoring of under-
ground metallic pipelines functioning.

It is important to formulate the criterion and scientifi-
cally reasonable recommendations for providing of quali-
ty of underground metallic pipelines exploitation in the
conditions of fatigue and influence of aggressive envi-
ronment, and also forming of normative principles in
sphere of pipeline transport.

Only underground main gas pipelines in the ground
electrolyte in the conditions of low cycle fatigue should
be considered. For the improvement of normative docu-
ments it is expedient to build a complex mathematical
model, which will unite the physical and chemical model
of corrosion-fatigue processes, model of piling up de-
scription of damages in metals and theory of risks ele-
ments.

Equation that binds length of fatigue corrosive crack
and amount of cycles of loading to the coefficient of in-
tensity of mechanical tensions is used for the modeling of
speed increasing of fatigue crack on the middle rectilinear
area of kinetic curve. Corresponding equation is im-
proved for a metal in corrosive environment and the pH-
value of environment. The electrode potential of metal is
also taken into account.

For the base model of damage accumulation for metals
in the conditions of irregular deformation based on the
curvilinear change of damages model and energetic char-
acteristics are used near description of process of low
cycle fatigue. It is a base on criterion of fatigue strength.
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Critical specific work that answers the origin of fatigue
crack is included in a criterion.

Equation, power descriptions of metal and function of
relative value of amplitude intensity of tensions, that
characterizes the degree of mechanism influence of fa-
tigue on the fatigue curve is also used for description of
the irregular cyclic loading of metal. Evolutional equation
is written in for the modeling of low cycle fatigue of met-
als.

Correlation for description of low cycle corrosion fa-
tigue of material in metallic underground pipelines is
complemented by equations for the evaluation of risks
within the limits of investment project that executes cor-
responding organization (enterprise).

The functional of quality is used for receiving a feed-
back in methodology of risk evaluation of investment
project and for optimization of informative streams of
enterprise and improvement of the defence system of
metallic underground pipelines from a corrosive fatigue.
The aim of that application is the improvement of the
corresponding normative and technical providing and
software.

In zones with non-stationary plasticity strain it is ex-
pedient to use the criteria of adhesion strength, biocorro-
sive aggressiveness of soils, mechanical criterion for the
coefficient of intensity of tensions (the overstrain of cor-
rosive process takes into account), the criterion of corro-
sive stability of pitting, criterion correlation for the evalu-
ation of speed of stability corrosion of metal in the defect
of isolating coverage together with entered by diagnostic
weight of signs and diagnostic value of inspections, that
will complement, specify and perfect the system of the
corrosive monitoring of pipelines and be used for control
of corrosive process. With their help described and regu-
lated by a state standard optimization of terms of con-
struction elements defence of oil and gas industry can be
conducted.

As a result a new complex mathematical model in rela-
tion to upgrading of corrosion protection of metallic
underground pipelines from positions of corrosion fa-
tigue, electrochemistry, physics of surface processes,
mechanics of destruction and theory of risks is offered.
The conducted modeling takes piling up of damages in
metals into account and allows to study the mechanisms
of distribution of corrosive fatigue cracks in underground
metallic pipelines that are in aggressive environments, in
particular, in saltwater and ground electrolyte. The results
of mathematical modeling are the basis of methodology
development and improvement of normative and tech-
nical documents for metallic underground pipelines, that
are under the action of the regular and irregular cyclic
loading in the conditions of low cycle corrosive fatigue.

The joint use of corrosive fatigue criteria and corrosive
monitoring criteria of pipelines offered in this article will
allow to study in detail the mechanisms of distribution of
corrosive fatigue cracks in underground metallic pipe-
lines that are in aggressive environments from positions
of corrosive fatigue, electrochemistry, physics of surface
processes, mechanics of fracture and theory of risks.

For optimizing information flows P, the functional of
quality J(Py,FB(P))) with calculation for sensitivity coef-
ficient f is used [9]:

I FB(R)) = [ £(3.in.5. Bt = opr. M

10

where y — vector of specific impacts (y(f) — vector
components (key parameters for the GTS), j = 1,2,..., n);
u — control vector of information flows; s — vector of
indeterminate perturbations; P; — information flows for
the GTS and security system (k = 1, 2, ..., m); m — total
number of information flows P, considered in the given
GTS; [t, t;] — time interval, in which the process is con-
sidered (formation of optimal values of parameters corre-

sponding to Py; f (},;, ;,ﬁ) — function reflecting quality
index; S — sensitivity coefficient; FB(P) — function char-
acterizing inverse relationship between flows P; and pro-
ject’s environment with accounting for sensitivity coeffi-
cient f and expert opinions; opt — optimization symbol,
t — time.

3.2 GTS protection system and Big Data

To protect the system (GTS) and related software, we
recommend using the scientific work algorithm [10].

This algorithm (stages) allows the following [10]:

1. The data owner describes which data user will grant
the access to certain data under specified constraints, and
generates a policy rule, then sends the rule to the trusted
authority.

2. The data owner encrypts the data with the encryp-
tion key, and then stores encrypted data in the database.

3. The encrypted data is sent into the Kafka cluster
which is comprised of one or more servers each of which
is called a broker.

4. The data consumer sends a request to the trusted au-
thority for data access, which involves passing on the
sticky policy.

5. The trusted authority checks policies, potentially in-
cluding challenges to the data user.

6. If all the policy checks are fulfilled and validated,
the trusted authority releases the private decryption key to
the data consumer.

7. The data consumer can get the encrypted data from
the kafka and decrypt it by using the decryption key.

3.3 Prospect of pipelines defence from
corrosion with the help of graphene coverages

Graphene layers as corrosion resistant films are pre-
sented [10]. Mild steel coupons were coated from the
synthesized graphene solution. Three layers of graphene
films were able to reduce the corrosion rate by 99 % [11].

Further work needs to be done to test the durability of
the graphene films and its resistance to corrosion with
respect to time [12].

Besides having a unique mechanical and electronic
properties [12], graphene coating has broad prospects for
practical application in specific structural and functional
materials [12, 13].
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4 Results

An object of the research is the metal under mechani-
cal stress with a surface crack in aqueous electrolyte solu-
tion. Destruction of passive films, a juvenile surface (JS)
with width & and zone of plastic deformation occurs at
the crack tip under the action of stress [14]. A geomet-
rical parameter ¢ at the crack tip in a first approximation
is interpreted as its opening J;c. The crack tip and, in
particular, JS spreads into the depth of body under me-
chanical stress and corrosive environment. The cathodic
and anodic electrochemical reactions occur at the crack
tip region. Corrosive dissolution corresponds to the anod-
ic reaction of metal. The crack tip (JS) is interpreted as an
anode (A), beyond it on sides it is interpreted as a cathode
area (K) [14]. The system “A — K” presents an electro-
chemical pair.

On the basis of the correlations [14] coefficient of
stress intensity (KSI) Kjgcc is related to crack opening ;¢
and overstrain ¢ of reaction of dissolution of metal by
next formulas (2):

E
Koo = \/“-[WPL—ZS,Fpéﬂé;J: [E-c.5,., @

-V

where z;; — microcrack, m; M — is molecular mass of
metal, g/-mol'l; Kgcc — is a threshold value KSI, that is
minimum value that corresponds to the beginning of cor-
rosion crack propagation; WPL — is specific energy
spending on the plastic deformation of surface layer of
body during formation of new (juvenile) surface; E, v— is
the modulus of longitudinal elasticity (Young’s modulus)
of material is a formal charge of the solvated ions;
F =96 500 C-mol™ — Faraday constant; 6 — is an impend-
ing front of and Poisson’s ratio.

An electrochemical overstrain is a deviation of elec-
trode potential from its equilibrium (in relation to solu-
tion near the electrode) thermodynamics value during
polarization of electrode under electric current [14].

The empiric correlation that binds KSI to WPL is set in
article [14] based on research results of pin (contact)
deformation of different brands of steel (Poland: 15GA,
EU: 20MoCr2-2, USA: A 516-55, etc.):

K scc = aVWPL —a,;

a, =2.26-10° @; 3)
m

a, = 6.98Jm (MPa).

Correlation (Kaesche) for the current density i, in the
crack tip according to the paper [14] is:

; 205'7('A‘//ak 4)
“ 5(c/o)’

where o — is an angle of the crack tip; y — is conduc-
tivity of electrolyte; Ay, — is a change of potential be-
tween anodic and cathodic parts; ¢ — is a depth of crack.
Expression (4) is submitted for a crack in a unstressed
metal. In actual use of construction elements, in particular
pipelines, it is necessary to take diagnostic method and

the terms of corrosion stress into account [14, 15]. There-
fore correlation (4) should be generalized by addition of
information about mechanical parameters and characteris-
tics.

Correlations (1)—(4) present a mathematical model for
change estimating of effective surface energy WPL dur-
ing a plastic deformation, electrochemical overstrain and
density of current of reaction of dissolution of metal in
the crack tip on the surface of metal at its mechanical
stress in aqueous electrolyte solution. Such type of re-
search is required by the uses of Big Data.

For example we will use the experimental data that
approximate dependence as Tafel correlation for the
evaluation of influence of mechanical stress tension on
intensity of corrosive processes in Steel 20, that is in 3 %
solution of NaCl, in particular, in the crack tip in the
moment of fracture of passive films, when the anodic
current of i, grows substantially [12]:

i =i,exp(DE/a), DE=E,~E,, )

where ij is the corrosive current; a is a Tafel parameter
of anodic process; Ey, E, is the corrosion potential and
potential for anodic process. The polarization potential Ep
of the metal surface (pipeline) in [8] is presented.

We will use the correlation:

E,= f(DE,E,,E,,()- (6)

A mathematical model (1)—(6) is developed for the
evaluation of surface energy of plastic deformation, over-
strain, polarization potential and density of current of
metal dissolution reaction in the crack tip for the metal
(steel) loaded in aqueous electrolyte solution on the basis
of approaches of surface physics and electrochemistry.
Dissolution of metal is considered on a juvenile surface
taking into account a stress intensity coefficient (KSI).

We propose to use the information of Big Data in the
process of neural network spectral analysis, which is able
to adapt to requirements of a specific sensor [16]. Such
component features with high reliability, ability to adapt
to a specific application, and usage of design principles
ensuring the possibility of a simple expansion of the in-
telligent component potential by means of completion
with new algorithmic solutions [16].

Let’s formulate general information on data collection
(Big Data) regarding pipelines and their processing:

. Analysis of processes.

. Modeling.

. Monitoring using device BBC-K [8].

. Data mining.

. Optimization of information.

. Optimization of development processes.

. Assessment of production risks for pipelines.
. Statistical methods of information analysis.

. Application of methods of machine learning.

10. Obtaining stable estimates of model parameters.

11. Construction of prediction and an estimation of a
resource of pipelines on the basis of the learned models.

12. Decision-making regarding repair terms.
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5 Conclusions

A mathematical model (1)—-(6) is developed for the
evaluation of surface energy of plastic deformation, over-
strain, polarization potential and density of current of
metal dissolution reaction in the crack tip for the metal
(steel) loaded in aqueous electrolyte solution on the basis
of approaches of surface physics and electrochemistry.
Dissolution of metal is considered on a juvenile surface

The general principles for the selection of information
concerning the monitoring of underground pipelines
based on Big Data technology as a result of data pro-
cessing and the corresponding algorithm are formulated.

A method of functioning of intelligent software and
hardware complex for the monitoring system of a metal
gas pipelines and security system using Big Data is pro-
posed.

In this paper the Big Data methodology is improved

taking into account a stress intensity coefficient.

due to functional of quality application, micro and macro
processes and inverse relationships.
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AHoTtamisi. Y poOoOTi TOJaHO pe3yibTaTH BHKOPHCTaHHA minxonxiB Big Data Ta HeHpoOHHHMX Mepex It
JiarHOCTYBaHHA TpyOompoBofiB. [IpmiitMaeMo 10 yBarm, IO Ha HOBEpXHI TPYyOONPOBOIY 3HAXOIATHCS BTOMHI
KOpO3iiiHi TPIMIMHHU 1 MeTajl MiANA€ThCs BIUIMBY BOJHIO. 3alPOINOHOBAaHO BHUKOPHUCTOBYBAaTH rpad)eHOBI 3aXHCHI
MOKpUTTA. HaBeseHO eneMeHTH MaTeMaTHYHOI MOJIET I OLIHIOBAaHHA 3MiH e(eKTUBHOI moBepxHEBoi eHeprii WPL
MiJ 9ac MIaCTUYHOI Aedopmaliii, eNeKTPOXiMIYHOTO MepeHaNpyKeHH, MOJPU3ALiIfHOTO MOTEHIially Ta TYCTHHU
CTPYMy peakiii pO3UYMHEHHS MeTaly y BepIINHI TPIIMHM Ha MOBEpXHI TPyOOIPOBOLY MiJ Yac HOro MeXaHIYHOTO
HaBaHTA)XEHHS y BOJHOMY PO3YMHI €JEeKTpOJiTy. PO3UMHEHHS MeTaly po3riIsigaeMo Ha IOBEHUIBHINH IOBEpPXHi 3
ypaxyBaHHSIM aHOJHOI Ta KaTOMHOI MUISHOK HAa OCHOBI MiAXOXiB (hi3WKU MOBEpPXHI Ta enekrpoximii. EixemeHTOM
MaTeMaTHYHOI MozeNi € (QYHKIIOHAT SIKOCTI 3 ypaxyBaHHSAM iH(pOPMALIHAX MOTOKIB Ta KOeQillieHTa YyTJIUBOCTI.
ODyHKITIOHAN SKOCTI BUKOPHCTOBYEMO JUIsl KOHKPETH3amlii 3BOPOTHOTO 3B'A3KY MiXK METOJOJOTI€I0 1HBECTUIIHHOTO
MPOEKTY Ta OLIHKAMHU PU3UKY, a TaKOX AJIsI oNTuUMi3amii iHpOpMaIiifHUX HOTOKIB MiANPUEMCTB Ta BIOCKOHAJICHHS
CHCTEMH 3aXHCTy METAJICBHX IiI3EMHUX TPYOOIPOBO/IB, sIKi ()YHKLIOHYIOTH B YMOBaxX KOpo3iifHoi BToMu. MeToio
LBOTO NPOEKTY € BJOCKOHAJEHHS BiANOBIIHMX HOPMATHBHHMX Ta TEXHIYHHX IOKYMEHTIB, a TaKOX IPOrpaMHOTO
3a0e3MeUeHH.
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iHTeNeKTyalbHe IporpaMHe 3a0e3NeueHHs, anapaTHi 3aco0u, 0a3u JaHUX.
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Abstract. The process of Cd** and Zn?* cations transfer through the cation exchange membrane

RALEX®CM-PES 11-66 in double-chamber electrolyzer was investigated. Anodic chamber electrolyte (analyte)
contained model solutions which imitates galvanic baths composition for passivation processes. The analyte con-
tained 50 g/l sodium dichromate and 10 g/I sulfuric acid as main substances and impurities of Cd>* and Zn>* cations
in amount of 2.5 g/l of each. The electrolyte of cathode chamber is catholyte, contained 1 % solution of sulfuric acid.
The titanium grade BT-0 and lead grade C-0 were used as cathode and anode respectively. Cathode processes con-
nected with processes of ion migration through the membrane and metal release on cathode were studied. The crea-
tion of volt-ampere curves in galvanodynamic mode was supplied by impulse potentiometer, tool for combined
measurements and silver chloride reference electrode. An increase of cathode overvoltage in the presence of cadmi-
um ions and decrease of cathode potential with the increase of temperature were proved. The pH range for intensive
reduction of metals was determined during investigations. Scanning electron microscopy with X-ray analysis was
used for estimation of cathode deposits elemental composition. It was established that metal atoms of cadmium and
zinc were presented in cathode deposits. Transference numbers of ions through cationic membrane were calculated
for cadmium and mixture of cations proved the effectiveness of chromium and zinc ions extraction from chromium
containing solutions. This process provides regeneration of galvanic solutions and maintains stable composition of
passivation bath.

Keywords: electrolysis, galvanic solution, ion-exchange membrane, chromium-containing solution, cadmium cati-

ons, zinc cations.

1 Introduction

High aggressivity of hexavalent chromium-based solu-
tions in galvanic production sewage waters causes signif-
icant environmental hazard. The Cr® compounds have
toxic properties, take mutagenic and carcinogenic impact
on living organisms [1, 2]. The sources of such pollution
are not only flushing waters, but also exhausted concen-
trated solutions of process baths [3]. The examples can be
brightening and passivating bath solutions containing up
to 100-200 g/1 of hexavalent chromium compounds. Ac-
tive employment of such baths results in hexavalent
chromium reduction, while solutions accumulate heavy-
metal ions. At the same time, the ratio of the essential
components in these baths changes, that entails the need
for adjustment by adding new portions of reagents. That
leads to instability in bath operation and declining quality
of coating [4]. In order to eliminate those defects, the
contents of the baths must be replaced, while exhausted
concentrated solutions are liable to be discharged into

sediment tanks. The volley character of emptying doesn’t
allow treating facilities to neutralize toxic wastes com-
pletely that causes the risk of environmental pollution.
Besides, when discharging hexavalent chromium com-
pounds as a waste, the enterprise irretrievably loses the
valuable component necessary for technological opera-
tions in the electroplating shop. The high level of solution
contamination resulted from electroplating production,
the presence of numerous organic compounds make it
difficult to use reverse osmosis. The development and
implementation of membrane-type electrochemical de-
vices with the simultaneous return of the valuable com-
ponents into production (in the form of commercial prod-
ucts and secondary raw materials) has been the only radi-
cal solution to the emerging problem so far. In this case,
electrolysis with ion-exchange membranes is the most
perspective treatment for such runoff [5, 6].

The electromembrane processes can be found in the
submersible electrochemical modules. The feature of the
processes taking place in these devices consists in the fact
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that the separation of the components occurs with the
help of anionic or cationic membranes within the electro-
Iytic module [7, 8]. Regeneration is carried out in batch-
type electrolysers (electrolytic cells) with the premium
brand membranes (MK-40, MA-40) [9]. Process solu-
tions of rinsing baths or sulfuric acid solutions [3] are
used as catholyte and anolyte depending on the type of
electrolyser and the purpose of the process. Electrolysis is
carried out using anodes and cathodes manufactured from
different materials (e. g. platinized titanium, lead, steel)
[10, 11].

In order to research the impact of individual techno-
logical parameters on membranous electrolyser operation,
the given research explores the voltampere characteristics
of the cathode and anode process, as well as the influence
of temperature, electrolyte composition and medium acid-
ity on the migration and electrochemical reduction of
metal ions. Modeling of electrolyte composition proceed-
ed from the features of the processes in real galvanic
passivating baths [11]. These processes require the solu-
tions with hexavalent chromium compounds. In such
solutions as a result of operation hexavalent chromium
gets reduced to Cr’* from chromate (CrO,*) and dichro-
mate (Cr2072’) ions, while work zinc or cadmium coating
dissolves. Consequently, ions of trivalent chromium and
dissolving metal get accumulated in the solutions in ac-
cordance with the reaction equations (1) and (2):

3Zn + 2CrO,” + 16H'— 3Zn**+ 2Cr’* + 8H,0; (1)
3Cd + Cr,0,% + 14H'— 3Cd*+ 2Cr™* + TH,0. (2)

The accumulated ions of heavy metals, trivalent chro-
mium with simultaneous deacidification make these solu-
tions unserviceable. Considering the composition of pas-
sivating baths, as well as availability of the mentioned
zinc [12, 13] and cadmium ions and trivalent chromium
there, bath compositions were modeled under laboratory
conditions by adding the defined amounts of salts of the
specified metals to electrolyte which was subjected to
electromembrane process [3, 14].

Due to the abovementioned, the objective of the work
is to study the electrochemical regularities of membrane
electrolysis of chromium-containing solutions which will
allow to multiply the lifetime of galvanic baths and pre-
vent the entry of toxic Cr®* ions into the environment.

2 Research Methodology

In order to study the effect of different parameters on
chromic solutions regeneration, the two-chamber electro-
lyser MECk (electrochemical cationic module) was pro-
duced inclusive of anode and cathode chambers separated
by a cation-exchange membrane (Figure 1).

The external anode was dipped into the anode chamber
that simulated a passivating bath. The cation-exchange
membrane RALEX®CM-PES 11-66 was installed so that
it formed one of the cathode chamber walls from the
anode side. Filter cloth was tightly attached to the mem-
brane from the anode side. The presence of filter cloth
prevented from rapid membrane blinding [7].

e

Figure 1 — The diagram of membrane external-anode electrolys-
er: 1 —cathode chamber body; 2 — internal electrode-cathode; 3
— ion-exchange membrane; 4 — external electrode-anode;

5 — chromic solution chamber; 6 — filter cloth

The anode material is lead (C2 grade), the cathode ma-
terial is titanium. Cathode and anode areas are Sx = 0.3
dm? and S, =0.72 dm? respectively. The 10 dm® anode
chamber was filled with chromic solution of the follow-
ing concentration: Na,Cr,0O; — 50 g/l, H,SO4 — 10 g/I. In
order to simulate the bath operating conditions, cation-
containing compounds of the respective metals Zn>*, Cd**
and Cr**. were added to anodic solution. The content of
the added ions in anodic solution (anolyte) complied with
the concentration of 2.5 g/l for each ion. The 1 dm3
cathode chamber was filled with cathode liquor (catho-
lyte) — 1 % sulfuric acid solution. Electrolysis was carried
out at current density of 0.3-3.0 A/dm* and 3-9 V volt-
age. Throughout the process, the catholyte’s pH was be-
ing monitored. Cathode deposit was examined by scan-
ning electron microscopy.

3 Results

As a primary method for studying electrical reduction
of metal ions in chromic solution, we used the voltamme-
try method with linear potential sweep. Voltammograms
were recorded in a galvanic-dynamic mode by means of
the PI-50-1.1 pulse potentiostat and the Victor VC88C
multimeter. To measure electrode potential drop, a silver-
chloride reference electrode was employed [13]. The
measurement results showed that with current strength
growth, the anode potential changed insignificantly (no
more than 0.1-0.2 V). The anode process is related to
oxygen release and partial oxidation of trivalent chromi-
um ions in Cr2072’ [1].

Voltammograms of zinc and cadmium reduction on
the cathode in the cathode chamber are presented in
Figure 2.

Voltammograms of zinc and cadmium reduction on
the cathode in the cathode chamber are presented in
Figure 2. As follows from the graphs of electrode poten-
tial shift dependencies on current density, the presence of
metal cation impurity reduces the overvoltage on the
cathode (curves 2 and 3). However, it should be noted
that the contribution of each of metal ions to the general
decline in overvoltage is not the same.
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Figure 2 — Voltammogramsof cathodic electroreduction of
metalsattheir migration through a cation-exchange membrane:
1, 2, 3 — at electrolyte temperature of 14 °C; 4, 5, 1 —at 30 °C —

an anolyte does not contain metal ions able to be deposited

on the cathode; 2 — anolyte additionally contains Zn>* ions
(2.5 g/l); 3 — anolyte additionally contains Zn>* ions (2.5 g/l)
and Cd** (2.5 g/1); 4 — anolyte does not contain metal ions able
to be deposited on the cathode; 5 — anolyte additionally contains
Zn™" ions (2.5 g/l)

Figure 3 presents voltammograms for electrolytes sep-
arately containing zinc and cadmium cations 1 and 2
respectively. As can be seen, the presence of cadmium
ions significantly extends the cathode potential which
seems to be connected with the increased conductivity of
electrolyte.

Besides, the cathodic process is affected by the tem-
perature (Figure 2). As the temperature rises, the electro-
lytic conductivity increases. This is connected with the
reduced viscosity of solution (thinning) and increased
mobility of ions. In addition, the increased temperature
stimulates the increased number of active ions, contrib-
utes to the decrement of the effective radius of ions as a
result of their shells dehydration.

The increase in electroconductivity reduces cathodic
polarization (Figure 2, curves 4, 5). Electrode depolariza-
tion provides more active product deposition.

While studying the chemism of the ongoing electrode
reactions, we can assume the resulting products. Thus, the
following reactions can occur on the cathode and in cath-
ode liquor (catholyte) during the electricity flow:

Zn**+ 2e = Zn; 3)
Cd**+2e =Cd; 4)
2H;0*+ 2e = H, + 2H,0; 5)
2H,0 + 2e = Hy+ 20H". (6)

Trivalent chromium ions which are generated in the
process of chrome plating in anodic solution in practice
are not expected to pass to catholyte or be deposited on
the cathode. They oxidize on the anode forming Cr,0,>
[9]. However, as our research has shown, insignificant
amounts of chromium compounds can still migrate to the
cathode, but their presence is not more than 1 % of the
total amount of precipitate on the cathode (Figures 4, 5).
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Figure 3 — Voltammograms of cathodic electroreduction of
metal sat their migration through a cation-exchange membrane
at electrolyte temperature of 14 °C: 1 — anolyte contains Zn>*
ions (2.5 g/l); 2 — anolyte contains Cd* ions (2.5 g/l);

3 — anolyte contains Cd** ions (2.5 g/1), Zn* ions (2.5 g/1)
and Cr** jons (2.5 g/l)

As can be seen from the above-mentioned reactions, 5
and 6 cause the change in cathodic pH medium. Change
in catholyte’s acidity, its shift towards the alkaline side,
leads to the drop of electrical conductivity of solution and
formation of flaked insoluble metal hydroxides that result
in module efficiency decrement.

X-ray microanalysis conducted using the scanning
electron microscope REM-106-i (manufactured by
“SELMI”, Ukraine) allowed determination of chemical
elements in the samples of the studied cathodic deposits
on the basis of energy values of the characteristic X-ray
peaks of each chemical element [15, 16]. To determine
the elementary composition the samples were placed on a
double-sided carbon adhesive tape. The prepared samples
were placed in the electron microscope and examined at
accelerating 20 kV voltage in the secondary-electron
mode within the range of electro-optical magnification
from 600 to 6 000 times (Figures 4, 5).

The accomplished analysis of cathode deposits formed
at module operation with electron microscopy employ-
ment demonstrated that there were metal atoms in depos-
its which initially had not been available within catholyte.
The spectrograms display the metals that were added to
dichromate anodic solution — namely, cadmium and zinc.
Their percentage in the deposit reaches 95-98 %. It
should be noted that in case of their joint presence, cad-
mium content as much as 2 times exceeds zinc content.
As to chromium, its presence in the deposit makes only a
fraction of a percent and is considered to be negligible
[11] (Table 1).

For the purpose of setting optimal pH values in catho-
lyte, the change in the solution acidity in the process of
electrolysis was under investigation. Simultaneously, the
research of cathodic deposition products in the form of
deposited metal was carried out at current strength of
0.7 A over the period from 1 up to 12 hours. The corre-
sponding results are presented in Table 1.
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Figure 4 — REM photographs of cathodic deposit samples when the module is operated: a — anodic solution (anolyte)
contains Cd** ions (2.5 g/1); b — anolyte contains Zn>* ions (2.5 g/l) and Cd** (2.5 g/l)
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Figure 5 — Spectrograms of cathode deposit samples and the results of microanalysis: a — the anolyte contains Cd** ions (2.5 g/l)
(Figure 4 a); b — the anolyte contains Zn** ions (2.5 g/l) and Ccd* (2.5 g/l) (Figure 4 b)
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Table 1 — Changes in the catholyte acidity and the mass of metals deposited on the cathode at electrochemical module operation

Catholyte pH value Masses of metals on the cathode, (operational)
quulq Anolyte with Anolyte with Anolyte with Anolyte with
operating ime |, only impurity of | the impurities of | the only impurity of the impurities of
Cd2+ Zn2+ Cd2+ Cr3+ Cd2+ Zn2+ Cd2+ Cr3+
1 1.00 1.00 0.000 0.00
3 1.30 1.30 0.020 0.02
6 1.41 1.50 0.080 0.15
9 1.61 1.65 0.253 0.37
12 2.07 1.86 0.333 0.47

From the values presented in the table, it is possible to
determine that the greatest amount of deposited metal is
observed at 1.5-1.8 pH values. This corresponds to the
highest electrical conductivity of catholyte solution. At a
pH less than 1.5, hydrogen is actively reducts at the cath-
ode which interferes with the metal recovery process, and
at pH greater than 1.8-2, insoluble metal hydroxides
begin to form in the catholyte which also inhibits with the
process. Over 12 hours of module operation, the cathodic
pH increases insignificantly. It should be noticed that
over the next 3 hours (13th, 14th and 15th hour) pH rises
dramatically up to 5-6. At the same time the release of
metal on the cathode practically ceases and the presence
of insoluble hydroxides in the catholyte increases [14]. In
this case metal deposition on the cathode is practically
terminated, whereas the presence of insoluble hydroxides
in cathode liquor increases. Matching of yield of metal
resulting from electrolysis for every 3 hours with the
change in catholyte pH is presented on the diagram
(Figure 6).
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Figure 6 — Change in catholyte pH and mass of metals deposited
on the cathode over the periods of module operation: 1, 3, 6, 9,
and 12 hours at the electrolyte temperature of 14 °C:

1 — catholyte pH; 2 — anolyte contains Zn>* ions (2.5 g/l);

3 — anolyte contains ions of Zn>* (2.5 g/l) and Cd** (2.5 g/l)

The data presented in Table 1 and Figure 6 makes it
possible to calculate the numbers of metal ion transfer
from the regenerated solution (anolyte) to catholyte. The
transfer numbers of metal ions from the anolyte to the
catholyte through the cation-exchange membrane were
calculated taking into account the change of the volumes
of these solutions. In the electrolysis process the volume

of the catholyte was slightly increasing and the anolyte
volume was decreasing, which is due to the migration of
water. The ion transfer numbers for both cadmium and a
mixture of cations are 0.011-0.009 respectively. In spite
of this, about 13 % of cadmium and 11 % of cadmium
and zinc ions were removed during 12 hours of the mod-
ule operation when they were both in the anolyte.

4 Conclusions

The investigation of the electrolysis of chromium-
containing solutions using a module with a cation-
exchange membrane showed that this process allows the
solution to be regenerated by extracting metal ions that
contaminates it. The study of the specific indicators and
characteristics of this process showed the following.

Volt-ampere characteristics taken in galvanostatic
mode indicate a significant overvoltage at the cathode in
the presence of metal ions (Cd*), which is due to the
membrane resistance.

Temperature affects the cathode potential. With the
temperature increasing, the polarization of the cathode
decreases, that contributes to a more efficient conduct of
the process.

Using the method of electron microscopy with the
functions of X-ray phase microanalysis it is established
that cadmium and zinc metal atoms are present in the
composition of cathode deposit that were in the anolyte as
impurities.

The cathode metal reduction depends on the medium
acidity. In the course of the research, the pH interval was
assigned at which the process of electrolysis is the most
intensive. It corresponds to the values of 1.5-1.8. With
the further pH increasing the electrolyte conductivity
decreases due to the formation of insoluble hydroxides in
the catholyte. Besides, it should be noticed, that metal
reduction is complicated by a parallel cathodic reaction —
hydrogen release, especially at a pH of less than 1.3.

The efficiency indicators of cadmium and zinc ions ex-
traction from chromium-containing solutions allows to
maintain a stable composition of the baths and complete-
ly to eliminate the discharge of toxic substances and
heavy metal compounds into the sewage.
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MemOpanHi nponecu Npu pereHepanii raJIbBaHIYHOT0 PO3YHHY
Cepmiok B. 0.!, Cxnabincekuit B. 1.", Bonbuanina C. B.', IBuenko B. 1.2, Kacim M. H.?, aiinesa K. O."

! Cymcrkuit nepkauuit yHisepenrer, Byn. Pumckoro Kopcaxosa, 2, M. Cymn, 40007, Ykpaiua;
% Cymchkuit HaiOHATbHEH arpapHuii yriBepeutert, By I'. Kongpatsesa, 160, m.Cymu, 40021, Yipaina;
3 Texnonoriunmii incruryr, TexHiunmit yHiBepcuTer, M. Barna, Ipax

Awnoranis. JlocmimpkeHo mpomec mepeHeceHHs Kartiowie Cd** i Zn** depes Kar i0HOOGMiHHY MeMOpaHy
RALEX®CM-PES 11-66 y nBoxamepHOMYy einekTposizepi. Enekrpoit aHoqHOT kKaMepH (aHOMIT) MICTHB MOJIGTBHUN
pO3uuH, 10 IMITYBaB CKJaJ] rajJbBaHIYHUX BaHH JJIs MPOIECIB MacHBallii, 30kpeeMa Harpiii auxpomar (50 r/m) i
cynbdaray kuciory (10 /1) SIK OCHOBHI KOMIIOHEHTH, a TaKOX SIK TOMImKy — Katiorn Cd>* i Zn** y ximskocrti mmo
2,5 r/n xoxHoro. EmextporniT katomHoi kamepu (KaTomit) MicTuB 1 % poO3uMH cynb(paTHOi KHCIOTH. SIK KaTon
BuKopucroByBascst THTaH BT-0, sik aHox — cBunenp C-0. Y pe3ynpTaTi BUBUCHI KaTOIHI MPOLECH, 110 MOB’S3aHi i3
Mirpaimiero HOHIB Kpi3b MeMmOpaHy Ta BHAUICHHSAM MeTaliB Ha Karonai. BukopucraHo meron moOyaoBH
BOJIbTAMIIEPHAX KPHBHX Y TaJbBAaHOAMHAMITHOMY PEXHMi 32 JIOMOMOTOIO iIMITYJIECHOTO MOTEHIOCTaTy, MpHIIaiB
KOMOIHOBaHMX BUMIPIOBaHb i XJIOP-CPiOHOTO el1eKTpoay MopiBHAHHS. J{OBEIEHO 3pOCTaHHS MMEpeHANpPYrd Ha KaToi
y TIPUCYTHOCTI HOHIB KaJMil0 Ta 3HIKSHHS MMOTEHIiady KaTo/a IpH MiJBHIICHHI TeMIepaTypy. Y Xo.i AOCHiKeHb
BCTAaHOBIICHWI iHTepBanm pH, 1 sAKOro mpomec KaTOJHOTO BiJHOBIEHHS METANiB € HaHiHTCHCHBHIIINM.
BukopucraHo MeTOJ CKaHYOUYOl EJNEeKTPOHHOI MIKPOCKOMIi 3 (YHKIIE€0 PEHTTeHIBCHKOTO MIKpOaHAi3y st
BH3HAYCHHS €IIEMEHTapHOT0 CKJIa/ly KaTOJHUX OcaiB. BcTaHOBIEHO, 110 10 CKIaay OCaiB Ha KaTo/i BXOIATH aTOMH
KaaMilo Ta UHKY. Po3paxoBaHi 4mciia mepeHeceHHs HOHIB Kpi3hb KaTiOHOOOMIiHHY MeMOpaHy Ajsl KaaMito i s
CyMIIIi KaTiOHIB, IO MiATBEPKYE €(PEKTUBHICTh BUITyYCHHS HOHIB KaJMil0 Ta IUHKY i3 XpOMOBMICHHX PO3YHHIB.
Lleit mporec n03BOJISIE pereHepyBaTH ralbBaHIYHI PO3YHHY Ta MiATPUMYBATH CTaOIIBHIN CKJIa]] BaHH ITaCHBYBaHHSI.

Kuio4oBi ciioBa: enexTponis, rajJbBaHiqYHUI PO3UUH, iI0HOOOMIHHA MeMOpaHa, XpOMOBMICHHI PO3YHH, KaTiOHH
KaJIMil0, KaTiOHH IIHHKY.
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Abstract. Application of evaporative air cooling in various technologies allows reducing energy costs for improv-
ing environmental performance. Considering the promise of using air coolers with a capillary-porous structure, a
mathematical model of the working process for such devices of contact heat of mass transfer was developed. The
model takes into account the completeness of the process with temperature efficiency equal to 0.6—0.7 at constant wa-
ter temperature at the temperature level of the wet thermometer. The estimation of energy efficiency of the air cooler
on the basis of the exergent method of thermodynamic analysis is proposed. As a result, the thermophysical and de-
sign model of evaporative cooling of air in air-cooled contact type with capillary-porous structures was developed.
The proposed method of cooling air is characterized by the following advantages the lowest water consumption per
unit of heat exchange surface compared with other methods (e. g. spray nozzles), as well as zero discharge of drip
liquid, which does not require further separation. Finally, the estimation of energy efficiency of the air vent is pro-
posed on the basis of the exergent method of thermodynamic analysis.

Keywords: evaporative cooling, capillary-porous structure, thermophysical modelling, exergy efficiency.

1 Introduction

Evaporative cooling of water and atmospheric air is
one of the first ways to implement artificial cold in the
history of human development. Modern problems in low-
energy energy and environment require the search for
alternative solutions in the field of climate technology.
Evaporative cooling is a non-mechanical way, but its
efficiency is significantly limited by climatic conditions.
At the same time, interest in the possibilities of evapora-
tive coolers has increased in recent years, due to their low
energy consumption and environmental cleanliness [1-3].

Among the technical systems for which evaporative
cooling can significantly improve the thermoeconomic
efficiency are compressor and gas turbine units. As it is
known, when working compressor plants with compres-
sion of atmospheric air there is a deviation of the regime
parameters from the nominal due to changes in the ther-
mal parameters of the air at the input: pressure, tempera-
ture and relative humidity.

The most negative consequences are associated with
an increase in the temperature of atmospheric air. For
compressors of the volume principle of operation (com-
pressor installations of general purpose, small and medi-
um air separation units), the increase in air temperature in
the suction is primarily manifested in the reduction of
mass productivity and increase in energy consumption in
the intermediate and final cooling. For turbochargers (gas

turbine units, compressor stations for mine and chemical
production), the power of the drive significantly increas-
es.

In the paper [4] the dependence of the relative reduc-
tion of the effective power of the gas turbine unit with
increasing temperature of the intake of the cyclic air is
shown, experimental for GTU of the mark LM 1600
“General Electric” with Ne, iso = 15 MW and calculated
for GTU AL-31ST with Ne, iso = 16 MW

According to the graph of the increase in the tempera-
ture of air intake from 15 °C (nominal mode ISO) to
40 °C reduces the effective power GTU at 18-20 %,
which corresponds to losses of about 3 MW for the con-
sidered installations.

To cool the air at the suction, air coolers of the surface
or contact type are used depending on the required depth
of cooling or cold water capacity.

The required cold-productivity is provided by the op-
eration of refrigerating machines, mainly heat-
discharging waste streams of heat.

Contact air coolers are suitable for technological air
conditioning in premises where it is necessary to maintain
high relative humidity (spinning, paper production, etc.).
From the position of capital and operating costs, contact
air coolers have an advantage over surface type devices
for cooling cyclic air gas turbine engines.

The main disadvantage of contact air coolers is the in-
creased attribution of droplet moisture to the air flow,
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requiring its separation or ensuring its evaporation in the
process of compression of air.

In this regard, air coolers with porous ceramics or ca-
pillary-porous structures of composite materials are of
particular interest. Evaporative cooling using capillary-
porous materials allows the film flow to be eliminated on
the contact surfaces of the apparatuses and the dropping
of moisture from the heat transfer surface.

2 Research Methodology

2.1 Thermophysical description of the
calculation model
Figure 1 shows simplified schemes for two design var-

iants of air coolers using capillary-porous structural ele-
ments, the heat of mass exchange between air and water.

/2
! N .
2«33 '2,'3' =1
twt — ‘3’\\0
, o0
=
d

Figure 1 — Evaporative air coolers: a — multi-channel with walls
of capillary-porous materials; b — heat exchange unit with
a bundle of pipes from capillary-porous materials;
¢ — process in “i—d” diagram

According to Figure 1 a, porous walls divide flat paral-
lel channels with water and air passage. Water in the
channels is replenished as it moves through the capillaries
and evaporates into the air at the expense of the reservoir
of water in the tank.

A pumping movement of water through the apparatus
can also be organized. Filling with water is organized
through one row of channels.

According to the scheme in Figure 1 b, the heat ex-
change unit has a conventional constructive solution for
airflow of a beam of non-circular pipes with a corridor or
chess arrangement, in which the pipes are characterized
by a fine porosity of 2.0-2.5 um. Material of pipes: ce-
ramics, plastics, composite materials. Water in pipes is
supported either by gravity pressure or by pump circula-
tion.

Taking into account a number of features inherent in
the process of evaporative cooling in the capillary-porous
structures, the following assumptions were adopted:

— the temperature of the liquid in the channels is con-
stant and is equal to the temperature of the wet thermom-
eter;

— the temperature efficiency of the process is limited
by the value E, = 0.6;

— there is no heating of the main mass of the liquid;

— the contact surface of the media is completely mois-
tened with water by blurring the air flow of the meniscus
volume of droplets, which flows from the water of the
water;

— there is no attribution of droplet moisture;

— gas-dynamic air resistance neglected;

—in the temperature range the dependence of the par-
tial pressure of the saturated water vapor on the tempera-
ture is taken as a linear function;

— the notion of cold productivity becomes incorrect in
view of inequalities i,, > ij,, it is more correct to consider
the ability to humidify the air, that is, its increase in mois-
ture content.

The conceptual task of the calculation model is to de-
termine the required area of the contact surface of the
capillary-porous structure, on which the change of the
parameters of the air flow along the line of heat - logistic
relation is realized, taking into account the accepted value
of the temperature efficiency of the evaporative cooling
process.

For the temperature efficiency E, parameters of air
flow at the outlet of the air cooler is characterized by the
expressions:

t2 :tla _Ea (tla _t2a:) (1)

a

where ¢, 4 = 0.98—1.00, which allows to find the mois-
ture content, x,, and enthalpy, i,, in the state of 2a and
determine the thermal logic ratio:

i —I
gAC — la 2a (2)
Xy =X

a a

By breaking the intervals of change in the moisture
content in the apparatus, (x,, —x,,), on the elementary

regions along the line ¢,. we obtain the possibility of

determining the thermal, caloric and thermophysical pa-
rameters of air from the state la to 2a by the equations
used in the calculations of air conditioning systems and
convective drying of moist materials [7].

The very process of energy interaction between envi-
ronments is described by the equation of thermal balance:

Q, =0, +0,, 3

which shows that the convective heat flowing away
from the air flow, Q, goes to the evaporation of the mois-
ture from the wetted surface, Qp and to the heating of the
fluid flow in the middle of the channels or tubes of the

apparatus, Q,,.
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In turn, the component equations are written in the
form:

0, =aF,(t,-t,) )
Qﬁ =r.GBw =rﬂpFﬁ(pw_pa); (5)
0, =G, c,At, 6)

where o — coefficient of heat transfer; F, - surface
area of heat transfer; (s, —7 ) — air temperature in the

core of the stream and water on the surface of evapora-
tion; r - specific heat of vaporization of water at 1,3

G, — mass flow rate of evaporated water; ﬁp — the coef-

ficient of evaporation is determined by the difference of
partial pressure of water vapor, p — at the surface of

water and P, - in the core of the stream; G, - mass flow

rate of water when it is circulating through channels or

pipes; ¢, — average heat capacity of water in the interval
of temperature changes; Ar=r, —r, — water heating in

the machine.
The heat flux to the liquid Q,, is realized under the
condition

GW’ : CM} : At"l/ = kW : F:V ) (t(l - tn’) (7)

where k - the coefficient of heat transfer from air to
water through the distribution surface, the area of F, .

Assuming equality F = Fy,=F,:
G,
a-(t,-t)=r-B,-(p,— pa)+F”-cW At

In the absence of water circulation At,=0:

a'(tA _tw):r'ﬁp '(pw_pA)

To determine the quantities on the interface of the me-
dia, we can use the linearized approximation dependence
of the partial pressure of the saturated water vapor p (t)

on the temperature as proposed in [11]:
p,t)=a+b-t

After the appropriate changes:

1—
Py~ P.= ps(ta)-—(/;"
I+—
A
where the complex 4—__% - the psychometric
B, 1,0

coefficient.

For the calculation of the technical characteristics of
the air cooler on the capillary-porous structures, the fol-
lowing expressions were obtained:

— consumption of evaporating water per unit of heat
exchange surface:

1- kg,
qF:ﬂp-ps(tw).—wbla’ #’
1+— mn
A

— water consumption for evaporation:

_ kg”zo .
Gev - md.a. ! (xla _'xZa )’ 2 0
m
— area of heat exchange surface:
G
_ —ev 2
F;ot - > m
8r
— relative water consumption:
G zilea_xu ;
w
m, 1+x,

where the coefficient of mass return is determined
from the expression:

S ®)
Le- cpa ’ IJtot

In this formula, the Lewis criterion Le is consid-
ered as the ratio of the molecular diffusion coefficient
at P and the air temperature in the boundary layer to

the air-cooled coefficient under the same conditions.

2.2 Energy efficiency of the
cooling process

evaporative

For contact type coolers, energy efficiency is consid-
ered as the relative value of air temperature differences,
which takes into account the non-adiabativity of the ener-
gy conversion process. This value is called the tempera-
ture efficiency and is written as:

(t, —1,) 9)

(tla - t2a5)

However, the magnitude of the E, takes into account
only the lack of recuperation for air cooling, due to the
non-indifference of the process and does not take into
account the internal irreversibility in the form of gas-
dynamic resistances along the airway.

Based on the exergent method of thermodynamic
analysis by J. Tsatsaronis [8] and used for refrigeration
and heat pump technology [9, 10], it can be considered
the exergic efficiency of power transitions in a contact air
cooler.
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Formalized scheme of exergent transformations is pre-
sented in Figure 2.

ETA

=

E.?a.’l

E. AC_ (E_u"*'EL)Ac

Figure 2 — Design scheme of exergent transformations in an air

cooler in capillary-porous structures at ¢, =¢

On this scheme it is indicated:
- E,, E,, — exergy of the airflow on the input and

la®
output of the apparatus;
— E, —exergy of water at the entrance to the capillary

canals;
- (E,+E,),. — exergy of destruction and loss in the

air cooler.

To determine the exurance of the fuel flow, Er and
product flow Ep, according to the purpose of the appa-
ratus can be written:

EZa = (Eza)]-‘ + (Eza )p

where (E, ), — the exergy of the wet air at 15, X2, M4}
(E,,), — the exergy of water vapor at f,, x,, with mass

flow G,,.
This separation of exergy air at the outlet allows ob-

taining:

EF = Ela _(EZa)F

(10)
Ep = (EZa)F - Ew
and exergic efficiency takes the form of
:&:(EZG)F_EW 11
¢ EF El a (EZa ) F ( )

Considering moist air as a mixture of ideal gases, we
obtain:

Ela _(EZa)F = md.a '(1+X1a)><
(12)

Ta Pa

X|:C17,ma (tla _t2a)_7;(cp,wf.a ‘In 7—2(1 _Rw,a lnP;

2a

where m .- (I+x,) — mass flow of moist air; Cpa ~

the isobar heat capacity of the wet air in the temperature
range t;,, t,; R — the gas became wet air; P, P,, — air

pressure at the entrance and exit of the apparatus.
The calculated equations for Cpa® R, P, are given

w.a

in the next section.
For the exergy stream of water vapor and water, use
the equation for real gases:

(E,)p =G, [(h), —h)=T((S,,),—S)]  (13)
(E,)p =G, [(h,~h)-T,(S,~S5,)] a4

where £ ,(h,,), — the enthalpy of water and water

vapor at the appropriate temperatures f,, ty,.
When taking environmental parameters 7,= 273 K and

P, = 100 kPa, the values of h,, S, for water are zero and
the exergy of the product stream is written as follows:
(EZa)P _Ew = md.u : ('x2a _xla)x

<[(()p =h)=T,(S2,), +5,)]

5)

After substituting (15) and (12) in (11) it can be ob-
tained the following dependence:
(5, =0,) [(U1), =h) =T,((S,,), +5,)]

& =
d+x,) -{clhw t,—t,)-T.(c -In T, -R ~lni

ex

p.w.a w.a

} (16)

2a 2a

3 Results

Based on the results of calculations, graphic depend-
encies were constructed, Figures 3, 4 for both types of
constructive execution.

Based on the calculations in Figure 3 the dependence
of the specific wet current on the relative humidity is
presented. It can be seen that with an increase in relative
humidity, the specific moisture influx decreases.

Based on the calculations in Figure 4, the dependence
of the exergent efficiency on the relative humidity is pre-
sented. It can be seen that when the relative humidity
increases, the exergic efficiency decreases.
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Figure 4 — The dependence of exergic efficiency on relative humidity

4 Conclusions

As a result, the thermophysical and design model of
evaporative cooling of air in air-cooled contact type with
capillary-porous structures was developed. The following
dependencies are calculated:

— water consumption per unit of heat exchange sur-
face;

— the effect of relative humidity on exergic efficiency.
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YucaoBe MOAeIIOBAHHS BHUITAPHOI'O HOBiTpOOXOJ’IO)I)KyBa‘la

3 KaliJIIPHO-NIOPUCTOI0 CTPYKTYPOIO
ApcenneB B. M., lllynymeit A. B.

CyMchKuit nep>kaBHUI yHIBEPCUTET, ByJ. PuMcbkoro-Kopcakosa, 2, 40007, M. Cymu, Ykpaina

AHoTanisi. 3acTocyBaHHS BHIAPHOTO OXOJIOIKEHHS TMOBITPS B PI3HHUX TEXHOJOTISIX JO3BOJISIE 3HU3UTH
CHEPTOBUTPATH 1 TMOJIMIIUTH EKOJOTiYHI MOKAa3HWKH. 3BaKAIOUYM Ha TEPCIEKTHBHICTH BHKOPHUCTAHHSI
MOBITPOOXOJIO/KYBAYIB 3 KAJIIPHO-MIOPHUCTOIO CTPYKTYPOIO, pO3pO0IeHa MaTeMaTHYHa MOJIENIb POOOUOTro MpoLecy
JUI amapariB KOHTAKTHOT'O TEIUIOMacooOMiHy. Y pe3ynbTari po3pobiicHa TepMo(di3MdHa MOJETbh BHIIAPHOTO
TIOBITPSTHOTO OXOJIOJDKYBAHHS 13 3aCTOCYBAHHSM KaIlUIIPHO-TIOPHCTHX CTPYKTYp. 3alpoIlOHOBaHAa MOJEb YPaXOBYye
3aBEPIICHICTh MPOIeCy 3 TemreparypHow edekrusHicTio 0,6—0,7 mpu MOCTiHHIA TemmepaTypi Boau Ha piBHI
TEMIIEPaTypH  MOKPOTO  TepMOMETpa. 3amponoHOBaHO ~ CHOCIO  OIIHIOBaHHS  €HEProeeKTUBHOCTI
MOBITPOOXOJIO/KYBadya Ha OCHOBI EKCEPreTHYHOTO0 METOLy TEepMOAMHAMIYHOTO aHamizy. HaBemeHmil cmociO
OXOJIOJDKCHHS TIOBITPSI XapaKTePU3yEThCs TAaKMMHU IIepeBaraMy K HaWHWKYa BUTpaTa BOJM HA OJUHMIO IOBEPXHI
TeIUIonepesadi, a TaKo)X HYJIBOBI BHTOKM KpAaIUIMHHOI PiAMHM, IO He MOTpeOye MOajbLIIOro po3mineHHSI. Y
pe3yiabTaTi 3alpoIIOHOBAHO CIIOCIO OIHIOBAaHHS EHEProe()eKTUBHOCTI 3ampOINOHOBAHOI KOHCTPYKIii Ha OCHOBI
€KCepreTHYHOro METOAY TEPMOJUMHAMIYHOTO aHANi3Yy.

KiwouoBi cioBa: BumapHe OXOJIO[UKEHHS, KaMiIApHO-TIOPUCTA CTPYKTypa, TEIUIO(i3MUHEe MOIETIOBaHHS,
eKcepreTuuHa e(EKTHBHICTD.
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Abstract. In this work the expanded models are studied for foaming apparatuses with gratings made of tubes for
different diameters. The problem of intensification of foam devices using coarse-grating lattices is considered. The
possibility of deep cleaning and practically complete cleaning of gases from ammonia and fluoride compounds with
their separate absorption is noted. The series of experimental dependencies for the main parameters of the process are
given. The possibility of effective mass-exchange processes in an intensive foam layer on counter-current coarse-
grating lattices is confirmed. The controversial requirements for equipment have been given despite the large number
of existing machines for mass transfer processes, as well as the development of new high-intensity and efficient
equipment for environmental technologies in many industries is considered.
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1 Introduction

In modern conditions of significant anthropogenic en-
vironmental impact, it began the search for the most effi-
cient and cost-effective methods of cleaning industrial
emissions. Methods of cleaning and equipment that is
being developed should take into account working possi-
bilities in a wide range of working conditions.

In order to reduce energy consumption in systems for
catching harmful and toxic substances, it is necessary to
provide a reduction of hydraulic resistance while main-
taining the high efficiency of gas streams cleaning.

Given the controversial requirements for equipment
and despite the large number of existing machines for
mass transfer processes, the development of new highly
intensive and efficient equipment is of considerable inter-
est to environmental protection technologies in many
industries.

2 Literature Review

The most common method of purifying gas streams is
methods for the absorption of harmful components from
the released industrial gases. In this case, either the pro-
cess of physical absorption occurs, or the absorbent enters

a chemical interaction with the absorbed component (the
process of chemisorption).

Recently, the direction associated with conducting dif-
fuse processes in intensive regimes with developed turbu-
lence at high speeds of gas and liquid flows has become
relevant. Actually turbolization of the gas-liquid system
leads to an increase in the intensity of mass-exchange
devices.

One of the methods of turbination of gas-liquid sys-
tems is their transformation into mobile unstable foam
due to the kinetic energy of gas.

Foam mode and foam devices of the "classical" type
are described in and analyzed in the papers [1-4]. Intensi-
fied apparatuses with foam layer stabilizer have been
widely used for capturing dust from gases and for gas
absorption in the chemical and related industries. Due to
its high efficiency, high unit capacity, good operational
qualities of their application, they can improve the stages
of gas purification for technological and sanitary purpos-
es, increase the efficiency of mass transfer and the relia-
bility of gas-cleaning equipment.

Industrial introducing the stabilization method of the
gas-liquid layer significantly expands the scope of foam-
ing devices and opens up new possibilities for intensify-
ing technological processes with the simultaneous crea-
tion of low-waste technologies.
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3 Research Methodology

Based on researching the semi-industrial models of
foam machines with lattices, assembled from tubes of
different diameters, a pilot sample of foam absorber with
the productivity of 12 000 m’/h of gas was designed.

One of the research directions was the absorption of
ammonia by water in intensive foam modes with a stabi-
lized foam layer. Absorption of ammonia by water is a
typical process in absorber research to detect their effec-
tiveness.

The process of absorption of ammonia in foam mode
on counterproductive gratings of the usual type is quite
fully studied at gas velocities up to 2.5 m/s. In order to
compare the technological parameters of ammonia ab-
sorption in water under similar conditions, the work of
the most common industrial counter processing grating
with an area of free intersection of 0.18 m*m” and a di-
ameter of holes of 5 mm was investigated.

The research of this grating was carried out both with
the stabilizer, and without it. The research was due to the
need to determine the degree of effect of the stabilization
of the layer and comparison with the technological pa-
rameters of the newly developed design foam apparatus,
as well as the establishment of the general nature of de-
pendencies and kinetic parameters of the absorption pro-
cess (77 — efficiency of the contact stage (ECS); Ks — mass
transfer coefficient) from the following basic parameters:
Wg — gas velocity; L, — irrigation density; C, — initial
concentration; S, — area of the free intersection of the
plate.

4 Results

The gas velocity in the complete section of the device
has a significant effect on the height of the gas-discharge
and the initial layer. Accordingly, the gas velocity signif-
icantly influences the mass transfer coefficient, and the
nature of this dependence is determined by the solubility
of the gas component in the fluid. The foregoing is con-
firmed by the experimental data given in Figure 1, de-
pendence 6.

When absorbing well-soluble gases (for example, am-
monia), is required a low phase of contact to achieve a
high degree of absorption. Reducing the contact time of
phases with increasing gas velocity in foam mode is
largely offset by the turbulence of the gas-liquid layer and
increasing the contact of surface phases.

Previously, in studying the absorption of ammonia by
water on ordinary gratings, it was found that in the gas
torch the holes in the grid transmit from 50 to 90 % of the
total mass of matter [5]. This determines the “input” ef-
fect, that is, the most intense interaction between the gas
and the liquid, which occurs at the time of forming a new
contact surface. However, at a low altitude of the initial
fluid layer on the grating of the usual type of apparatus it
is possible to pass the gas without contact with the absor-
bent fluid, and as a consequence, a decrease in the ab-
sorption rate. This is especially true for industrial ma-

chines. As indicated, the stabilization of the foam layer
makes its structure more uniform and excludes the proba-
bility of such a state.

Investigations on new types of gratings with foam layer
stabilization have shown that the efficiency of the appa-
ratus during absorption of ammonia by water practically
does not depend on the value of gas velocity (Figure 1).
Moreover, ECS in the new design of the device is much
higher than that of conventional gratings without stabili-
zation and even when it is installed on ordinary type grat-
ings.

18000

m/h

16000

Ks,

100 14000

1, %

90 - 12000

/ 10000

70 6000

60 6000

50
14 16 18 20 22 24 26 28 30 32 34 36 38 40 42

L

Wg, m/s

Figure 1 — Efficiency of the contact stage (1-3) and mass
transfer coefficient (4—6) dependences on the gas velocity for
the ammonia water system with L, =5 m*/(m%h):

1,4 —dg=0.005 m, Sy = 0.18 m*m?> — without stabilizer;
2,5 —dg=0.005 m, Sy = 0.18 m*m?* — with stabilizer;

3, 6 —d;=0.005 m, S, = 0.20 m*/m? — with stabilizer

It should be noted that the difference between the val-
ues of the efficiency of the contact stage and mass trans-
fer coefficient, referenced to the unit area of the grating,
depending on the gas velocity in the complete section of
the apparatus on the gratings with small holes with and
without the stabilizer increases at high gas. This proves
the high intensity of the process and confirms the expedi-
ency of using a stabilized foam layer on large-hinged
gratings for the purification of gases in the industry.

The dependence of the of the efficiency of the contact
stage by absorption on the initial ammonia concentration
of the comparable contact devices (Figure 2) fully con-
firms the conclusions made about the effectiveness of
new foaming apparatus. It is important to note that in the
studied limits of variation of the initial concentration of
ammonia (C, < 1 % vol.), the efficiency of the contact
stage remains constant for other equal conditions. This
allows using the known methods of calculating the re-
quired number of steps to achieve the desired process
efficiency.

The irrigation density (Figure 3) affects on the efficien-
cy of the contact stage only at low values of the L, to
8 m*/(m*h). It depends on the fact that at low irrigation
density, the residence time of the liquid on the grading
increases to a certain (effective) value. Further increases
in irrigation density have little effect on the absorption
process.
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Figure 2 — Efficiency of the contact stage dependence at
absorbing ammonia by water from the initial concentration of
ammonia W, = 2.5 m/s and Ly =5 m’/(m*h) with the following
grates: 1 —dg=0.005 m, So=0.18 m*m? — without stabilizer;
2 — dg =0.005 m, Sp = 0.18 m%m?® — with stabilizer;

3 —dg = 0.005 m, Sp = 0.20 m*/m?> — with stabilizer
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Figure 3 — Efficiency of the contact stage dependence in
absorbing ammonia by water from the irrigation density:
W, =2.5m/s; C, = 1-2 %. with the following grates:

1 —dg=0.005 m, S, = 0.18 m*m” — without stabilizer;
2 —dp=0.005 m, S = 0.18 m”/m’ — with stabilizer;

3 —dg = 0.005 m, Sp = 0.20 m*/m” — with stabilizer

Increasing the area of the free segment leads to a de-
crease in efficiency (Figure 4). This confirms the correct-
ness of the conclusions drawn in the analysis of the rela-
tionship of structural parameters.

An increase in the diameter of the grating holes
10 times when applied to the foam layer stabilization
increases the efficiency of capturing ammonia by 20 %
compared to conventional gratings without stabilizing the
layer and by 15 % compared to conventional gratings
with foam layer stabilization. It should be noted that the
rate of gas processing in the investigated range from 2 to
5 m/s has virtually no effect on the magnitude of efficien-

cy.

15 20 25 El] 35 40 44 50 55

Sy m7/m”

Figure 4 — Efficiency dependence at absorbing ammonia
by water: W, = 2.5 m/s; C, = 1-2 %; Ly = 5 m*/(m* h)

The character of change in the mass transfer coeffi-
cient, referenced to the grating area, from the linear gas
velocity is given in Figure 5, from which it is evident that
W, greatly affects K; in the investigated boundaries W,.
Processing the experimental data was obtained the fol-
lowing empirical equations for the calculation of K, m/h:

Ks — 1659, SMI,SI{)O,IQdAO,Z()SO—Oﬂ] (1)
To calculate the efficiency, %:
77 — 07 713 . 103 ‘ngl,glﬁo,?y()d/i‘(),34Krl,27 (2)

Border for changing parameters:
W, =2-4,0 m/h, L, =1-20 m’/m’ -h;

S, =0,20-0,40 m*/m’*, d; =0,02—-0,08 m.

The error of calculating by equations (1) and (2) is not
more than 9 %.

The influence of hydrodynamic parameters on the mass
transfer coefficient at ammonia absorption by water is
given in Fig. 6, which confirms the sufficient accuracy of
the obtained equations, while the dependence of the mass
transfer coefficient on the height of the foam layer is
described by the following equation:

K, =4742-W,H"” A3)

Border for changing parameters:
W, = 2-4,0 m/, L,=1-20 m’/m’h;

S, =0,20-0,4 m*/m’, d; =0,02-0,08 m.

Equation (3) allows us to evaluate the mass transfer
process under any hydrodynamic conditions, which is
very important in the development and evaluation of
technological schemes in industrial conditions with the
use of new devices.

Experimental data confirmed the dependence obtained
[1, 5] by Mukhlennov I. P.on the basis of theoretical con-
sideration of the mass transfer in the foam layer for well-
soluble gases, which is expressed by the equation:

K, =nH"* )
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Figure 5 — Dependence of mass transfer coefficient, referenced
to the grading area from the height of the gas-liquid layer
at different gas velocities: 1 — W,=2 m/s; 2 — W, = 3 m/s;
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Figure 6 shows the dependence of the actual mass
transfer coefficient on the linear gas velocity, which im-
plies that an increase in speed leads to an increase in the
mass transfer coefficient.
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Figure 6 — Dependence of the actual mass transfer coefficient on
the linear gas velocity (with stabilization) at absorbing ammonia
by water: 1 — grid Sy = 0.25 m*m?; dg = 0.005 m,

Ly =5 m*/(m*h); 2 — grid Sy = 0.18 m*%m?; dz = 0.005 m;

Lo =5 m*/(m*h)

It should be noted that the value of the true mass trans-
fer coefficient for apparatus with ordinary and coarse
hinged gratings with stabilization of the foam layer is
approximately the same.

This confirms that the contact surface of phases in the
foam layer on coarse-grained grates is 1.5 times higher at
a gas velocity of more than 3 m/s with an increase in the
diameter of the grating holes 10 times, and confirms the
possibility of efficient gas cleaning in the industry using
foam machines.

5 Discussion

In order to verify the results obtained during bench
tests in laboratory conditions, a cycle of pilot-industrial
tests was conducted in which the main gas components
were ammonia, fluoride compounds (mainly silicon tetra
fluoride). In the system of purifying gases from the spray
dryer, a reconstruction of the existing absorber was car-
ried out (hollow scrubber with three tiers of nozzles).
Instead of nozzles in the scrubber case, a contact step
with coarse hole gratings (the holes are 0.045x0.045 m
and S, = 0.28 m*m?) and a foam layer stabilizer were
installed (size 40x40x60 mm).

Hydrodynamic tests were initially performed, which
showed that the foam absorber has stable hydrodynamic
characteristics when changing the gas velocity in the free
intersection of the device from 3.5 to 5.5 m/s at
Lo = 8 m® /(m*h). The highly developed gas-liquid layer
on the grating is present even at speeds less than 2.2 m/s.
Measurement of the gas height -liquid layer in industrial
conditions was carried out by electro-sharpening method.
It should be noted at the same time that the measurements
also showed good convergence with bench tests in la-
boratory conditions (Figure 7).

0,3

0,5

2.8 3.0 3.2 3.4 36 38 4.0 42 4.4 45 48
Wg, m/s B2

Figure 7 — Dependence of the foam layer height on the linear
gas velocity of the apparatus (experimental and industrial tests):
gas-pulp system with p=1.22 kg/m®, Ly = 8 m*/(m* h):

1 — experimental-industrial tests Sy = 0.28 m*¥m?; dg = 0.048 m;
2 — bench tests Sy = 0.25 m*/m’ dz = 0.05 m

On this basis, for this technological scheme, optimal
hydrodynamic mode of gas processing was determined
which corresponded to the linear gas velocity from
3.0 to 4.9 m/s [6].

At these hydrodynamic parameters technological re-
gimes for capturing ammonia, fluoride compounds and
dust, depending on the acidity of ammonium phosphates,
and also parameters in the existing technological scheme
were analyzed in parallel (Figure 8).
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Figure 8 — Dependence of the NHj; final content and fluoride
compounds on the acidity of the irrigation solution: W, = 4 m/s;
Ly=8 m3/(m2~h); 1 — ammonia; 2 — fluoride compounds,
Cyp, = 1.0 ghm’, Cpype = 0.1 g/nm’, grid: Sp =28 %,
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Figure 9 shows the dependence of the gas purification
efficiency from ammonia and fluoride compounds from
the acidity of the pulp, and it is evident that the degree of
absorption of ammonia and fluoride compounds depends
on the acidity of the irrigation solution. At pH of a solu-
tion equal to 1.4, for ammonia, the degree of absorption is
98 %, and for fluoride compounds at pH = 5.7, the effi-
ciency is 94 %.

6 Conclusions

The conducted studies indicate the possibility of deep
cleaning and virtually complete removal of harmful com-
ponents from gases in their separate absorption. Depend-
ences of NH3 final content and fluorine in the gas after
treatment from ammonium phosphate acidity are shown
in Figure 9, from which it is evident that the optimal
mode for the absorption of these components lies within
the pH of the solution from 3 to 5. In this case, the maxi-
mum permissible emission rates for ammonia are main-
tained. This is confirmed by the high mass exchange
characteristics of the developed foam device, allowing
the process of joint and effective cleaning of these com-
ponents in the range of pH irrigating solution from 3 to 5.
As a result of experimental and industrial tests, it is

100

70

60

1 2 3 4 5 6 7
pH

Figure 9 — Dependence of NH; absorption rate and fluoride
compounds on the acidity of the irrigation solution:
Ly=38 m3/(m2-h); 1 — ammonia; 2 — fluoride compounds, initial
concentration of ammonia 1.0 % vol.; W, = 4 m/s;
grid S, = 0.28 m*m?, dz = 0.045 m

established the following: the efficiency of dust capture
practically does not depend on the pH of the solution and
also on the increase of the inlet dust to 4-6 g/nm’. In-
creasing the density of the circulating pulp of ammonium
phosphates does not affect the efficiency.

The conducted studies have experimentally confirmed
the possibility of effective mass exchange processes in an
intensive foam layer on counter currently coarse hinged
gratings.

The application of new apparatus allows radically re-
constructing, with minimal cost, technological schemes
for gas cleaning in the chemical and other industries to
provide them with better operational and technological
characteristics, while simultaneously increasing the effi-
ciency of working with concentrated solutions, their cir-
culation and use in the main process [7].
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Abstract. The deposition of aerosols from process gas streams are the basis of many technologies in the chemical,
petrochemical, coke, oil, gas, food etc. Industrial gases, containing aerosols of different nature of origin polydisperse
solid particles (dust, smoke) or liquid particles (fog), must be cleaned. The idea of the author is to develop a mathe-
matical model of the process of trapping waste gases, fogs in intensive nozzles with a developed surface of contact of
phases. The vortex flow of the gas-liquid flow and its pulsating nature of the movement contribute to the intensifica-
tion of the crushing process and coagulation of the drop gas-liquid flow in the layer of a regular moving nozzle.
Methods of mathematical modeling of the process of movement of a polydisperse aerosol in a turbulent gas-liquid
flow have been used. It was determined that condensation of steam in the cell occurs on the surface of the nozzle and
also the formation of new germs of aerosol particles. The size distribution of aerosol particles is due to centrifugal
forces. In this case, large particles are removed from the vortex region into a continuous flow, while small particles
rotate in a vortex. Coagulation equation describing the change in the particle size distribution function with time, un-
dergoing condensation and coagulation growth. The obtained results of differential and integral-differential equations
can be used to describe the formation process and aerosols. Environmental and economic efficiency, as well as the
optimal choice of environmental and auxiliary equipment took into account.

Keywords: “wet” cleaning technologies, regular moving nozzle, polydisperse aerosol, gas-liquid flow, condensation-
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coagulation integration.

1 Introduction

The activities of the chemical and petrochemical in-
dustries are accompanied by the formation and release of
a wide range of pollutants into the air. The deposition of
aerosols from process gas streams are the basis of many
technologies in the chemical, petrochemical, coke, oil,
gas, food etc. At the same time, they rather often resort
not to preventive methods, but to “pipe” methods in order
to achieve environmental safety standards (MPC) and
technological (MPE) standards. So in the production of
various formed products industrial gases containing aero-
sols of different nature of origin is a polydisperse solid
particles (dust, smoke) or liquid particles (fog), from
which the gases have to be cleaned [1].

In order to reduce the concentration of pollutants,
technologies of “wet” and “dry” cleaning are used, im-
plemented with the help of various hardware design.

The process of trapping occurs in mass transfer equip-
ment at the end of the process. Purified dust and gas flow
after exiting the cleaning equipment is released into the
atmosphere and moves in the direction of the steady move-
ment of air masses, i.e. on the wind rose, besieging at the
same time.

From the point of view of environmental, economic and
technological aspects, the process of “wet” cleaning of flue
gases from aerosols (fumes, dust, fogs, etc.) is more effi-
cient. Such mass exchangers include apparatuses with a
nozzle, a regular nozzle, a shelf nozzle, which have a high
degree of purification (trapping).

One of the main approaches to the design and develop-
ment of cleaning devices is associated with the principle of
heuristic modeling, which allows a number of optimization
calculations to be performed under various initial condi-
tions.
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2 Literature Review

When a system-located contact elements flow around a
gas-liquid flow in their root part, periodic formation and
disruption of vortices occur, which form a vortex “path”
of the pocket behind the streamlined contact element [2].
Depending on the shape of the cross section of the con-
tact element, their location in the contact zone may be in
a horizontal and vertical position. There may also be a
case of mine location of the vortices, which predeter-
mines the formation of a vortex wake.

The movement of the gas-liquid flow after a stream-
lined contact element occurs in a pulsating mode, inher-
ent in the separated flow. The vortex flow of the gas-
liquid flow and its pulsating nature of the movement
contribute to the intensification of the crushing process
and coagulation of the drop gas-liquid flow in the layer of
a regular moving nozzle.

The results obtained in the work [3] confirm the theo-
retical ideas about the mechanism and regularities of the
deposition of small fractions, for which the thickness of
the boundary layer significantly affects the approach of
particles to the deposition surface.

The study of the inadequate influence of the mecha-
nisms of turbulent and inertial deposition allowed the
researchers [1] to make a statement about the inappropri-
ateness of increasing the velocity of the gas more than 15
m/s when trapping mist particles with a disparity dr < 0.6
microns.

Authors of the article [4] analyzed the process of co-
agulation of aerosol particles in turbulent aerosol flows as
they flow through a layer of regularly placed turbulizing
cylindrical elements (diameter d.) installed in a plane-
parallel channel (with a step t,). Those, in the streams,
where the in-phase vortex formation mode was imple-
mented, which predetermined the extreme values of the
hydrodynamic and heat and mass transfer characteristics
of the flow. It is determined that when the concentration
of steam exceeds 30 mg/m’, the growth efficiency of
particle sizes drops significantly.

Virtually all particles supplied by turbulent gas pulsa-
tions to the boundary of the laminar sublayer are deposit-
ed on the surface of the channel walls. The proximity of
the dispersed composition of the initial and final aerosols
[5] indicates the predominant role of diffusive sedimenta-
tion of particles. The aerosol particles, which are supplied
by turbulent gas pulsations to the interface, have signifi-
cant inertia and, as a result, can penetrate into the bound-
ary layer.

In the contact zone, the principle of longitudinal parti-
tioning is implemented using various nozzle designs. The
most effective is a regular mobile nozzle. The turbulizing
nozzle allows a high degree of purification from fogs,
aerosols and polydisperse gas and liquid streams.

The nature and intensity of movement of the main car-
rier gas-liquid flow in direct-flow interaction of the phas-
es determines the hydrodynamics of the gas cleaning
apparatus.

In the article [6] are derived equations for calculating
the thickness of the descending liquid film, starting from

the balance of forces acting on the liquid film formed on the
elements of the regular nozzle during the direct-flow mode
of phases (both upward and downward), as well as the re-
sistance of a plate-shaped cap coated with a film. However,
these mathematical models and algorithms for calculating
devices with a regular moving nozzle do not take into ac-
count the polydisperse composition of the droplet compo-
nent of the surface of the contact phase.

To solve equations of the mathematical model related to
the removal efficiency of a Venturi scrubber scientists [7]
used an upwind control-volume method. This method is
applicable to convection and diffusion equations when the
Peclet number is greater than 2. For high Peclet numbers,
the common numerical error of false diffusion can be ne-
glected and, in spite of the simplicity of the upwind scheme,
the numerical results are valid.

Authors of the article [8] made an attempt for application
of the system-element approach in building a physical and
mathematical model of a chemical process to create an eco-
logically safe equipment. However, the paper presents only
the structure and algorithm of the mathematical description
of the coagulation processes (including condensation-
coagulation integration) and the deposition of aerosols,
without mathematical models.

The aim of the work is to develop a mathematical model
of the process of trapping waste gases, fogs in intensive
nozzles with a developed surface of contact of phases.

3 Research Methodology

Consider the process of movement of a polydisperse aer-
osol in a turbulent gas-liquid flow. The enlargement of the
aerosol is due to the condensation mechanism. Condensa-
tion of steam in the cell occurs on the surface of the nozzle
and also the formation of new germs of aerosol particles.

The total balance for the pair can be written as:

0" =0" -3’0,
z M
(in) +

where Q,"" is the initial quantity of steam, J; 0, is the final
quantity of steam, J; the sum is the amount of steam going
to condensation, J:

30-0-0+0,
i=1 (2)

where Q) is the amount of steam condensing on the nozzle,
J; O, is the amount of steam condensing on the surface of
the aerosol, J; Qs is amount of condensed steam, J.

To determine the condensed steam on the surface of the
nozzle elements, we use the mass transfer equation:

L (n-r)
dt RT, 3)
where Q) is the amount of steam condensing on the noz-
zle, J; t is time, sec; f3; is steam mass transfer coefficient; F'
is the surface of the contact phase (condensation), m%; P, is
steam partial pressure, Pa; P, is steam partial pressure at the
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wall, Pa; R, is universal gas constant; T, is steam gas
mixture temperature, K.

The amount of condensed steam on the particles is de-
termined using the dependencies:

@ ,‘j. a0, (r t)dr
dt o dt (4)
where dQ,/dt is the amount of steam condensing on a
single particle; N, is the total number of particles involved
in the condensation process; f(r, t) is distribution function
of aerosol particles in size.
The initial distribution function of aerosol particle size
is subject to the normal-logarithmic distribution [9], in
the initial period of condensation:

(Inr ]n;)2
1 _
= (r,0)= -

1 (r ) rlno-\/2r.-cxp 2In’o

&)

where 7 is the average geometric radius of particles,
m; ¢ — standard deviation.

The change in mass of a single particle [10] is deter-
mined by

dQ,  4np M r
i~ wig Lr(n)] ©

where M; is the molecular mass of steam, kg/kmol; p,
is gas density, kg/m’.

In this equation the Knudsen number K, is introduced
for determining the following parameter:

1,33K, +0,71
p=1+2n Tl
1+ K,
To change the radius of particles in time, we convert
equation (6) into formula (7):

dr _ 3BM,

- —E= [p-p(T),]

rR TP, 7)

The temperature and pressure of the steam-gas mixture
will be determined based on the mixing balance:

T, +abT,
"~ l+ab 8)
_ P, +ack,
" l+ac 9)

where a = Q,/Q,, b = C,/C,, C = M/M,, and C,, C,
are the heat capacities of steam and gas, respectively,
J/(kg'K).

4 Results and Discussion

The solution of equation (7) together with equations
(8) and (9) has a physical meaning in the case of a uni-
form distribution of temperature and pressure in the vol-
ume of the conventional cell, with a laminar flow of the

gas-steam mixture. In the case under study, the gas-liquid
(steam-gas) mixture is in an intense turbulent mode, which
causes pressure drops (fluctuation), flow temperatures over
the cross section and in the volume of the contact zone.

Considering the flow in a single vortex and based on the
principles of theoretical hydrodynamics [4], we assume that
the vortex consists of a nucleus rotating according to the law
of a solid body and a vortex field (Fig. 1).

To change the linear velocity of motion from the radius
of the vortex, we can write:

1) for the vortex core (R; < R):

|U,ds'? = wr R}
: (10)

2) for the vortex field (R, > R):

JUdS(Q) —onR’
s (1)
where S is sectional area of the vortex, mz; o is angular

velocity, st U U; — constants on the corresponding vortex
circles.

(A

Figure 1 — Scheme of vortex motion

For the vortex core we write the equations

_ 2
2nRU, = o R; (12)

for the vortex field

27 R, U = wr R’ (13)

Then for the vortex core we get

)
-2 (14)
for the vortex field
_oR
2R, (15)

Substituting in equations (14), (15) the value of the angu-
lar velocity equal to

w=1/nR’ (16)

where I = U, 2/(Zf) U,d/(2S]) is the intensity of the cir-
culation rate, m*/s; f —vortex breakdown frequency,s '; SI —
Strouhal number.
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Will get
U - IR‘,2
2nR (17)
U= I
2n R,

(18)

Knowing the laws of variation of the linear flow veloc-
ity along the vortex radius, we determine the pressure
drop in the core and the vortex field.

The law of conservation of momentum in cylindrical
coordinates can be written in the form:

Ju_op
R OR (19)

Substituting in the equation (19) the value of the linear
velocity from equations (17), (18) and integrating over
pressure from P, to P, as well as along the vortex radius
from O to R, we get

I’R?
= Py + P,

0

8T R, (20)

where Py is the pressure in the center of the vortex, Pa;
P is gas pressure, Pa.
Then for the field of the vortex dependence will be:

2
P=p - b
8T°R 1)

for Py, we can write the expression

¢ (22)

and for the vortex we write the following relation

I& 2
Pu=P -2y R
S 4nTR; 2R,

(23)

Finally, for a steam-gas flow around a nozzle element
with a geometric dimension d., the pressure drop in a
single vortex will be written:

1) for the vortex core

2
Ud R
P.=P —p_ | —< 1-
s pé[%Rﬁ&'N ZREJ

2) for the vortex field

vd Y\
p=p - Pef Tl
¢ 8 | 47R S

(24)

(25)

In the case of an adiabatic steam — gas mixture, a simi-
lar solution together with the adiabatic equation allows
one to obtain pressure drops:

o vd Y(. R
A =KL, [ Ude | R
k "¢\ xR S 2R

2
AP _kl&[ U, J

ok 8\ 4xRSI

(26)

27)

where k is the adiabatic index.

To obtain the dependences on the temperature variation
of the steam-gas mixture in a single vortex when solving
equations (26) and (27) together with the equation of state
of an ideal gas P-V = R-T, we obtain for the core

_k_]L( U.d, Jz[l_ R*z}
k R, \ 47R SI 2R’ 28)

Ap K11 [ Ud, 2
“ k 2R \47R S

AT,

for the field

(29)

In equations (26) — (29) the size of the radius Ry and vor-
tex core R: can be determined by the formulas:

R, =0,25d, (30)

/2

R.=(5,04v,t ) 31)

where 75 is the formation time of the vortex, s; v, is the
coefficient of kinematic viscosity, m?/s.

The formation of each vortex, breaking with the nozzle
element and its formation time is equal to:

t,=0,5d_/U, (32)

where Ug = 0.86U, is the speed of the vortex, m/s.

The size distribution of aerosol particles is due to centrif-
ugal forces. In this case, large particles are removed from
the vortex region into a continuous flow, while small parti-
cles rotate in a vortex.

Using a number of assumptions, we will calculate the
structure of a two-phase flow with the determination of the
trajectory of the particles inside the vortex, the critical radi-
us of aerosol particles, and the time of formation of the vor-
tex.

To describe the process of movement of particles, apply
the equation

d’x ldx 1

- —— =

e’ Ad x° (33)
where x = R/Rg; t = t.- U,/R), is the dimensionless quanti-

ty; U, is tangential velocity of the particle, m/s. The param-
eter A can be evaluated by the following formula:

PRACAIALR
T24,R
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Equation (33) is a nonlinear differential equation; it
has no analytical solution. If we neglect the second-order
differential, divide the variables and integrate t from O to t
and x from X, to Xx,, and substitute the values U, = U,
from equation (17), then we can determine the critical
particle radius for the vortex core:

12 112
r =4, OSS!( ot } {ﬂ}
pp - pg Uq (34)

The process of coagulation of aerosol particles in the
cell volume is not the only one in volume. The presence
of turbulent pulsations and Brownian motion of particles
leads to growth. Given these conditions, the coagulation
equation describing the change in the particle size distri-
bution function with time, undergoing condensation and
coagulation growth

Mﬁ[.f‘(wi}_

o ar dt
r=r, ."‘" 2
3 3
= f KR, —r,rx
r=0

X.f_(w’,)_f'(r,r)[ R rar_r" ] -

_ ] K. (f'w!)_f (rp,{)f (r,i)dr +

r . ‘
2101 (r1)] s

where r is the current radius of the aerosol particle, m;
Q is aerosol consumption, m?/s; Ve is cell volume, m>;
K¢ is coagulation coefficient due to turbulent and Brown-
ian mechanisms, m’/s.

The coagulation coefficient K¢ is calculated as the sum
of the coefficients by turbulent K7 and Brownian coagula-
tion Kp

K.=K, +K, (36)
4k, T

5= —%, 37
3u,

where k,, is the Boltzmann constant.
The coefficient of turbulent coagulation [8] is deter-
mined by:

K, =167(r,+r) JEV, (38)

The energy dissipation E in the volume of the cell E is
defined as:

NB
Voo (39)

E=

Here Nj is the power of the vortex formed when a nozzle
flows around a continuous flow.
The vortex power is determined by the equation:

[ U,
NB = CL C_pr[(dyT
P (40)

where C; is the lift coefficient; Cp is coefficient of re-
sistance; U, is true gas flow rate, m/s; [, is geometrical size
of the nozzle, m.

Cell volume is:

V.=bl,t (4D)

b.c?
where b is the width of the plane-parallel channel, m; .
is cell height equal to the center distance between the ele-
ments of the nozzle, m.
Substituting the expressions (40) and (41) into equation
(39) we get

g=Cw 4y s (42)
26 t, °

where

CF
Cn=C, C.

il

The developed models make it most likely to establish
the mechanism of interaction of dispersed particles with a
continuous flow, taking into account the structural features
of the developed apparatus.

5 Conclusions

On the basis of the conducted substantiation and calcula-
tions, it is possible to obtain a system of differential and
integral-differential equations, which make it possible to
describe the formation process and aerosols due to conden-
sation and coagulation growth. In this way, it becomes pos-
sible to carry out the calculation of the effective capture of
waste gases, fogs in intensive packing devices with a devel-
oped surface of the contact of phases.

The design and performance parameters of the developed
apparatus were calculated to determine the environmental
and economic efficiency, as well as the optimal choice of
environmental and auxiliary equipment, without which the
assembly of the unit, installation and production line is im-
possible.
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Purpose and Scope of Application

The device is developed for production of complex liquid nitrogen and phosphorus fertilizers of
various grades, in particular with high nitrogen content, on the mobile industrial block-modular
unit.

Main Characteristics of the Device

Mobile unit for production of complex liquid nitrogen-containing fertilizers provides the
opportunity to obtain the commercial product with high nitrogen content (up to 30%). Flexible
technological line enables to produce complex liquid nitrogen-containing fertilizers with a wide
range of nitrogen and phosphorus content (up to 20% of nitrogen and 8.5% of phosphorus), and, if
necessary, trace elements can be added. Production line performance is up to 15 tons per hour for
the finished product.

Main Advanatges of the Unit

The production of complex liquid fertilizers instead of traditional mineral fertilizers involves
reducing of the economic and energy costs on processing agricultural areas. Less technological
passages of equipment on the farmed area are required and less transport costs are necessary for
the delivery of liquid complex fertilizers to the place of use or such automobile delivery of fertilers
will not be needed at all. Liquid fertilizers increase the efficiency of useful substances assimilation
by plants in comparison with solid mineral fertilizers.

Intellectual Property Protection Status

There are issued 2 patents of Ukraine on the production unit (Ne 1155895, N2121362).

Market Demand

Mobile unit for production of liquid complex fertilizers can be used by agrarian enterprises to
cover their own needs in mineral
complex fertilizers as well as by fertilizer
producers for sale to third-party
consumers.

Readiness State of the Developed Unit
A set of design and technological
documentation for the production of
the main technological equipment of the
unit has been developed. Experimental
and industrial samples are being tested.
The developed unit is ready for
introduction.
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Abstract. Degradation and material incompatibility between biodiesel and fuel system are the major concern as-
sociated with the adoption of biodiesel. In this research, effects of different mixture of waste cooking oil bio-
diesel/diesel blends (B10, B20 and B40) were investigated on the basic fuel properties such as density, kinematic vis-
cosity (KV), flash point (FP), pour point (PP), cloud point (PP), freezing point (FRP) and sulphur content (SC). Viton
fuel hose exposed to different fuel of types and their degradation characteristics, total acid number and change in the
surface morphology were studied. It was found that density, KV, FP, FRP, CP and PP increased while SC decreased
with increasing biodiesel content in the blends. The biodiesel concentration was noticed to affect the properties of
elastomers, causing swelling of Viton fuel hose. The exposure of Viton fuel hose to fuel types of increasing biodiesel
content led to reductions in tensile strength, harness and compressive strength.

Keywords: degradation, Viton hose, biodiesel, hardness, compressive strength, swelling.

1 Introduction

Increase demands for alternative energy and pollution
problem caused by the widespread usage of fossil fuel
have stimulated increasingly development of alternative
source of energy. Biodiesel has marked a realistic option
among other biofuel because of its environmental friend-
liness, readily available feedstock and technical feasible
[1]. Biodiesel synthesized from lipid feedstocks (e. g.,
waste cooking oil). is considered as potential feedstock
because of its biodegradability, higher flash point, lubrici-
ty, less exhaust emission, higher cetane, and almost zero
sulphur content [2]. The adoption of up to 20 % biodiesel
has been implemented in many developed country, but
there is practical step towards exploring of higher blends
for the future heavy-duty vehicles capable of up to
40 % (B40) [3, 4]. Biodiesel, although a biodegradable
and sustainable fuel, often associated with degradation of
automotive elastomers and corrosion of automotive parts
when exposed to biodiesel [5, 6]. Degradation of automo-
tive rubbers implies irreversible deterioration of the phys-
ical and chemical properties [7]. Notable factors that
cause degradation are temperature, light, ionizing, radia-
tion, humidity, fluids, bio- organism, mechanical stress
and electrical stress [8]. In addition, the corrosiveness and

degradation nature of automotive parts have been aggra-
vated by the presence in the molecules in biodiesel [9]. In
spite of the numerous advantages of biodiesel over fossil
diesel, rubber automotive material is prone to wear and
degradation when exposed to biodiesel. Polymers such as
elastomers and plastic can degrade because of pure bio-
diesel contact [10]. As a result of degradation, mechani-
cal properties such as hardness, tensile strength, cracking
and chemical disintegration of petroleum products are
being affected [10, 11]. Moreover, the degree of degrada-
tion of automotive rubber has been attributed to high
level of biodiesel contact [12]. The impact of employing
high blends of biodiesel has been identified to cause sev-
eral problems of corrosion, degradation, filter clogging,
pour combustion, low performance, and so on by several
authors [13, 14]. In addition, insufficient information
regarding compatibility of biodiesel and elastomers has
been causing set-backs in an automotive industry [12].
Several researchers have investigated the degradation
natureof elastomers in different types of fuel and its
blends [15-20]. Besse and Fay [21] investigated the ef-
fect of soya biodiesel-diesel fuel blends on the tensile
strength, hardness, elongation and swelling on different
polymers. Their results showed that nitrile, nylon 6-6,
and high density polypropylene change in physical prop-
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erties while Teflon, Viton 401-C, and Viton GFLT did
not cause a significant change. Alves et al. [18] investi-
gated the effect of biodiesel from palm and soy bean oil
on the degradation behaviour and sealing capacity of
nitrile rubber (NBR) and fluorocarbon (FKM). They re-
ported a decrease in mass of the NBR for all biodiesel.
Trakampruk and Porntangjitlikit [22] studied effect of
biodiesels on six kinds of elastomers properties related to
fuel systems. The researchers remarked that the biodiesel
has negligible impact on the properties of co—polymer
FKM, and terpolymer FKM. Haseebet al. [23] compared
degradation properties of five types of elastomers
(EPDM, NBR, CR, SR and PTFE) in palm bio-
diesel / diesel fuel. Their results demonstrated that the
compatible elastomers in palm biodiesel to be
PTFE > SR > NBR > EPDM > CR. Haseebet al. [24]
investigated the degradation of various elastomers in
palm biodiesel. Their analysis showed that mechanical
properties such as tensile strength, elongation and hard-
ness were reduced for both nitrile rubber and polychloro-
prene while little changes were observed for fluoro-
Viton. Nuneset al. [25] determined the effect of biodiesel
on nitrile rubber with three kinds of acrylonitrile contents
at 28 %, 33 % and 45 %. Their analysis demonstrated that
the higher content of acrylonitrile makes the nitrile rubber
more resistance to biodiesel degradation. However, none
of these studies analyzed degradation of Viton fuel in the
spectrum range of blends of waste cooking oil methyl
ester and fossil diesel. It is worth knowing that infor-
mation associated with degradation of the Viton fuel hose
system will provide base data information for biodiesel
stakeholders in automotive industry. The present work
aimed to investigate the degradation characteristic of
Viton fuel hose in waste cooking oil biodiesel/diesel fuel
blends. This analysis further verified the influence of
exposition to the fuel and the changes in the mechanical
and degradation properties were also studied.

2 Research Methodology

2.1 Blend preparation and characterization

The biodiesel employed in this work was synthesized
in a reactor shown in plate 1. Basic alkaline transesterifi-
cation was adopted on waste cooking oil (WCO) using
oil / methanol molar ratio of 5:99, with 1.1 % potassium
hydroxide by weight as the catalyst. The reaction duration
and temperature were 78 min and 60 °C respectively. The
fossil diesel was procured from Jocceco Filling station,
Warri, Delta State, Nigeria. The splash method was
adopted to prepare three blends of waste cooking oil
methyl ester (WCOME) and fossil diesel (BO) at propor-
tions of B10 (10 %), B20 (20 %) and B40 (40 %) on vol-
ume basis. In order to ensure homogeneous mixture, re-
quired volume of WCOME and B0 was mixed and agitat-
ed as described elsewhere [26-28].

The blend properties of fuel types were analyzed fol-
lowing the ASTM standards. Density was measured in
accordance with ASTM DI1250 [29] using calibrated
glass API gravity hydrometers. Viscosity was determined
following ASTM D445 standard [30] using a Model

VSTA-2000 Chongqing viscometer (Gallekamp model
A345, UK).The Flash point was determined according to
the procedures in ASTM methods D56 [31] using a Mod-
el 750/AUT Pensky-Martens flash tester (USA, 0.1 °C
accuracy). Acid value (AV, mgKOH/g) was determined
as indicated in ASTM D664 [32] using an automated
titration system (Toledo, USA). Cloud (CP, °C), pour
(PP, °C) and freezing points (FP, °C) analyzed were
made in accordance with ASTM standards D2500, D97
and D5901 [32] (ASTM, 2007) respectively, using a
Model 664 Lawler CP, PP and FP analyzer (USA, 0.1 °C
accuracy). Sulphur content was measured in accordance
with ASTM D129 [33] using a Horiba sulphur analyzer
(Tokyo, Japan).

Schematic set up diagram for transesterification is pre-
sented in Figure 1.

(2\
\S)

Figure 1 — Schematic set up diagram for transesterification:
1 — heating mantle; 2 — reactor; 3 — tripod stand;
4 — condenser; 5 — clamp; 6 — power source

2.2 Elastomer preparation

The test was conducted using 10 test coupons 7x100
mm, cut from a Viton fuel hose, as set by ASTM D471
[34]. Two jars per coupon were used for immersion test
and the Viton fuel hoses were suspended by stainless
safety wire, via 2.5 mm hole in the end of each one, so
that they were completely immersed but were not rested
on the bottom of the jar.The mass of the automotive rub-
ber types before swelling of the test coupon were subse-
quently determined using an analytical balance (Contech,
India). The temperature was maintained constant during
the exposure time for 720 hours, as stipulated by the
standard using circulating water bath. The ten time cou-
pons were kept in the dark. The coupons were removed
from the vessel and suspended outdoor to enable fuel
evaporate, so that other final mass after swelling was then
carried out. Finally, the percentage mass changes were
calculated by the following equation:

u.l()() %, (1

m

A =

m

where A,, — change rate of mass; m; — sample mass be-
fore immersion; m, — sample mass after immersion.
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2.3 Mechanical parameters evaluation

The mechanical properties testing of duplicate test
elastomers were conducted before and after swelling
experiment. Mechanical properties such as hardness test-
ing and compression testing with Rockwell hardness
testing machine (Excel B34H, England) and universal
tensiometer machine (TM 415, England), situated at the
University of Nigeria, Nsukka, respectively.

2.4 Degradation of the fuel types and surface
morphology

The changes in the surface morphology of the coupons
Viton fuel hose after being exposed to the fuel types were
investigated by JCM 100 mini scanning electron micro-
scope (SEM) (Joel, USA) at the Chemical Engineering
Department, Ahmadu Bello University, Zaria, Kaduna
State, Nigeria.

Moreover, degradation of the different bio-
diesel / diesel fuel types was assessed before and after
using total acid number.

3 Results

3.1 Characterization of waste cooking oil
methyl ester and diesel fuel blends

Presented in Figures 2-9 are the variations of basic
fuel properties and biodiesel content. Fuel properties of
the experimental data were correlated as a function of
biodiesel concentration. The effect of biodiesel concen-
tration was investigated on the following key properties:
such as density, kinematic viscosity (KV), flash point
(FP), acid value, water content, pour point (PP), cloud
point (CP), freezing point and sulphur content (SC).

Density increased as the content of WCOME increased
in the blends. As the content of WCOME-fossil diesel
shifted from 10 % to 40 %, the density of the biodiesel
blends advanced from 862.6 to 871.2 kg/m’ but they are
within the specification of EN14214 standard (860—
900 kg/m®). Second-degree equation was found suitable
to correlate the variation of densities and WCOME—diesel
fuel blends. The coefficient of determinant (R*) from the
density regression model shows that over 99.6 % of the
data is captured in the empirical equation. Hammare and
Yamin [35] reported that more fuel is injected as the fuel
density increase.

The kinematic viscosity (KV) of the WCOME-—diesel
fuel blends certified the density norms of the ASTM
D6751 (1.9-6.0kg/m’) and EN14214 (3.5-5.0 kg/m’)
specification even though the KV of the WCOME in-
creased as the content of biodiesel in the blends in-
creased. The third-degree model equation was found
adequate to correlate the variation of KV and WCOME-
diesel fuel blends. Similar observation was also reported
by Alptekin and Canacki [36]. The high R* (0.978) indi-
cates that over 97.8 % of the data is captured by the em-
pirical equation.

The flash point (FP) increased as the content of
WCOME increases in the blends. The increasing trend
reveals that the fuels are safe to transport and store. A
third-degree polynomial equation was utilized to correlate
the variation of FP with biodiesel content at any blend.
The R* of 0.999 reveals that over 99.9 % of the measured
FP was captured by the FP regression equation.

The cloud and pour points values increased as the con-
tent of waste cooking oil methyl esters advance in the
blends. A second-order degree equation and third-degree
equation were developed for the respective cloud point
and pour point variation with biodiesel percentage. The
high R* (0.999) and R* (0.995) resulting from the pour
point regression model and cloud point polynomial, re-
spectively reveal that not less than 99 % of the experi-
ment data were captured for the cloud and pour points
measured.

The freezing point increased from —15 °C to —12 °C as
the percentage of biodiesel advanced from B10 to B40.
The values of freezing point of WCOME (2 °C) were
higher than that of the diesel fuel (—16 °C). The measured
freezing points are found to be correlated by the third-
degree equation and a high R* (0.999) indicates that over
99.9 % of the data are captured by freezing point regres-
sion model.

The sulphur content of the WCOME-diesel blends cer-
tified the sulphur content norms of the ASTM D6751and
EN14214 (0.05 mg) specification, even though the sul-
phur content of the WCOME decreased as the content of
biodiesel in the blends increased. The result is in con-
sistent with the findings of sulphur content of loofa oil
ethyl ester blends [37]. Sulphur (IV) oxide is expected to
reduce if fossil diesel is fuelled with WCOME blends.
The third degree model equation was found adequate to
correlate the variation of sulphur content and methyl ester
in the blends. The high R? (0.9999) indicates that 99.9 %
of the experiment was captured by the sulphur content
model equation.
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Figure 2 — Variation of density with biodiesel fraction
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3.2 Mass change rate and mechanical proper-
ties of Viton fuel hose

To obtain a detailed overview on degradation potential
of diesel fuel (B0), waste cooking oil biodiesel/diesel fuel
blends(B10, B20, and B40) and waste cooking oil bio-
diesel (B100),percentage change in mass, change in hard-
ness, change in compressive strength and tensile strength
were determined. Figure 10 shows mass change of Viton
fuel hose after being exposed to BO, B100 and its blends
at 35 °C for 720 hours. As can be observed in Figure 10,
mass change of Viton fuel hose exposed to the fuel types
increased as the biodiesel content increased. Coronado
etal. [11] attributed the phenomenon to the solvent ab-
sorption and relaxation of polymer chain. Haseeb et al.
[24] further attributed the increase in mass change to the
interaction of ester present in the biodiesel with elastomer
through dipole-dipole interaction, causing swelling.

Presented in Figures 11-13 are the variations of
change in hardness, compressive strength and tensile
strength, respectively at 35 °C for 720 hours. Figure 11
depicts the hardness change of Viton hose exposed to
different fuel types. This indicates increasing biodiesel
concentration; consequently decreased the hardness
change of Viton hose. As can be observed in Figure 11,
the hardness change of Viton hose in B10, B20, B40 and
B100 is lower than that of BO.This can be attributed to
dissolution of linkage agents between the polymeric
chains, resulting in a reduction of hardness of Viton hose
exposed to high concentration of biodiesel [11]. This
observation is consistent with the report of Sellden [38].
Percentage change in hardness quadratically decreased
with increasing biodiesel content. Owing to this variation,
a second degree model equation was found adequate to
correlate the variation of change in hardness versus
WCOME-diesel fuel blends. The high R’ (0.993) indi-
cates that 99.3 % of the experiment was captured by the
change in hardness model equation for Viton fuel hose.

The variation between percentage change in compres-
sive strength and biodiesel fraction is presented in
Figure 12. The change in compressive strength of Viton
fuel hose decreased with increasing biodiesel content in

the blend. The adopted compressive strength model equa-
tion has high R? (0.982) indicates that 98.2 % of the com-
pressive strength measured was captured by the compres-
sive strength regression equation for Viton fuel hose.

Presented in Figure 13 is the relationship between ten-
sile strength and biodiesel/diesel fuel types. As noticed in
Figure 13, the percentage change in tensile strength for
Viton fuel hose decreased with increasing biodiesel con-
tent in the blends. The reduction in tensile strength of the
Viton exposed to higher biodiesel content was attributed
to the higher loss of cross-linkage between polymeric
chains [16, 18]. The second degree model equation was
found adequate to correlate the variation of tensile
strength Viton fuel hose with WCOME-diesel fuel
blends. The high R (0.993) indicates that 99.3 % of the
experiment was captured by the tensile strength model
equation for Viton fuel hose.
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3.3 Acidity change of different fuel and surface
morphology of Viton fuel hose

Figure 14 depicts fuel acidity change after Viton fuel
hose has been exposed to biodiesel/diesel fuel blends. As
can be observed, blends B10, B20, B40 and B100 showed
remarkable change in acidity to diesel fuel. These results
are in consistent with earlier reports by other researchers
[11, 24]. Their results indicated that biodiesel is more
prone to oxidation than fossil diesel.

Presented in Figure 15 is the surface morphology of
Viton fuel hose (VFH) before and after exposed to differ-
ent fuel types. Deterioration of VFH is accentuated when
the biodiesel content increased in the fuel types. This is
evident by more pits and crack observed in VFH in bio-
diesel and its blends compared to diesel fuel. Hence, this
study recommends the use of low biodiesel content to be
blended with diesel exposed to VFH.
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Figure 13 — Variation of Viton fuel hose tensile strength
with biodiesel fraction
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4 Conclusions

The following conclusions can be deduced from re-
sults obtained from blend characterization of diesel and
waste cooking oil biodiesel and its effecton degradation
of Viton hose system. Blend density, kinematic viscosity,
flash point, cold flow properties, freezing point increases
while sulphur content decreases with increasing biodiesel

percentage. The density and cloud point variations with
biodiesel fraction in the blends follow second degree
equation, while those of kinematic viscosity, flash point,
pour point, freezing point and sulphur content are found
to be well fitted by third degree regression equation.
Mass change increased while hardness, compressive
strength and tensile strength of Viton fuel decreased with
increasing content of biodiesel in the blends.
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XapakTepucTHKA Ta JAerpajaailis NaJMBHOI0 HIAHTY, 10 MiAIA€TbCS
BUIJIMBY CyMillli 1M3€JIbHOT0 NMAJUBA 3 BiINPaubLOBAHMMU BiAXogamMu
Camyens O. II.I, EmoBon I.l, Iny6op @. I.', Anexomaiia 0.’

! ®enepanbuuii yrisepeuter HapToBHX pecypcis, M. Ehdypym, P.M.B. 1221, Hirepis;
? Texmomnoriunmii yriBepcntet im. Tmsare, M. ITperopist, 0001, [TiBaerHo-Adprkancbka Pecry6iika

AHoTauisi. Jlerpanamnist Ta HECYyMICHICTD 010JM3€Ts 3 TTATMBHOIO CUCTEMOIO € TOJIOBHOIO IIPOOIIEMOIO, TTOB’ I3aHOK0
i3 3aCTOCYBaHHSIM IIEPIIOrO. Y IBOMY IOCITI/DKEHHI OyIM IOCHiKeHI OCHOBHI BIACTHBOCTI IaiWBa, TaKi SK
IIIJIBHICTh, KIHEMaTHYHa B’SI3KiCTh, TOYKAa 3allMaHHs, BMICT CIpKM TOIIO y pe3yiabTaTi 3MilIyBaHHSI
Gioauzens / au3enpHOTO ManuBa (30kpema, B10, B20 i B40) 3 Binxogamu. [lanuBHi 1UTaHTH, MO MiATAIOTECSA BILTUBY
PI3HMX THIIB MaJIMBa Ta X XapaKTePHCTHK Jierpajalii, 3aralbHOI KUTBKOCTI KHCIIOT Ta 3MiHU MOP(OIIOTil HOBEPXHi.
3HaliieHO BHUIIe3a3HAuEHI TapaMeTpH, 3HAYCHHS SKUX 30UTBIIYIOThCS BiJl 3MEHIICHHS BMICTY CipKH IPpH 301IbIICHH]
BMICTy Oi0AM3€IbHOTO TajHWBa y CyMimni. 3a3HaueHo, IO KOHIEHTpallis Oi0OAM3eNr0 BIUTMBA€ HA BIACTHBOCTI
€JIaCTOMEpiB, 110 MPHU3BOJMTH IO BUIIMHAHHS MAJMBHOTO IUIAHTY. BCTaHOBIIEHO, IO eKCIUTyaTallis IUIAHTIB I
najvBa 3 MiIBUICHUM BMiCTOM 010/IM3€IbHOTO MaNUBa IPU3BOIUTH 10 3MEHIICHHS MIIIHOCTI Ha PO3PUB, )KOPCTKOCTI
Ta MII[HOCTI PU CTHCKAHHI.

KitrouoBi cjioBa: jerpanaiiisi, maTuBHAN MUTAHT, 6i0/M3€b, TBEPAICTh, MIIIHICTh HA CTUCKAHHS, BUITMHAHHS.
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Abstract. The study of the concentration of trace metals in soils by atomic absorption analysis was carried out.
The results indicate the transformation of their migration properties. The diversity and versatility of behavior of
chemical elements in environmental components after the fire was noted. In different ecological conditions, it is pos-
sible to observe a wide range of quantitative values of geochemical migration or accumulation of any particular
chemical element. Analytical results show that the contents of migrant elements, pH values, areas of incidents, which
are approximately in the same conditions, but passed by the grass or upper fire differ quite tangibly. Trace metals that
hit the environment can form difficult soluble hydroxides. In addition, in the soil solution, there is a probability of the
formation of hydroxocomplexes with different amounts of hydroxide ions by metals. The range of precipitation of
hydroxides and the region of predominance of soluble hydroxocomplexes have been studied by constructing concen-
tration-logarithmic diagrams. On the basis of the calculations it can be argued that the influence of the technogenic
loading of pyrogenic origin on the geochemical migration of trace metals takes place. The obtained calculations can
be used to predict the geochemical migration of trace metals in soils after the man-made consequences of emergen-

cies of pyrogenic origin.

Keywords: chemical element, hydroxocomplex, migration ability, concentration-logarithmic diagram.

1 Introduction

At present, in Ukraine, studies focused on studying the
man-made load due to the action of the pyrogenic
(literally “generated by fire”) factor on the environment,
are given insufficient attention to. At the same time, the
number of natural fires and their consequences increases
from year to year. In the process of the restoration of
natural ecosystems, it is the soil that determines both the
type of vegetation and the dynamics of plant communi-
ties; hence the influence of natural fires on the properties
of soils is one of the important tasks in the field of soil
science.

The purpose of this paper is to study the geochemical
aspects of the accumulation of trace metals under the
influence of the man-caused load of pyrogenic origin.

2 Literature Review

There is no single-valued explanation for the causes
that affect the behaviour of trace elements, in particular
trace metals (TM), under the influence of technogenic

effects. Literature data analysis allows noting the diversity
and versatility of the behaviour of chemical elements in the
components of the environment after fire damage. At vari-
ous environmental conditions, a wide range of quantitative
values of geochemical migration or accumulation of any
specific chemical element can be observed [1]. For example,
the concentration of mercury in soil after a ground fire is
from 27.3 to 64.3 %. The discrepancy is almost by a factor
of 2.36 [2].

As a rule, anionogenic elements have the best migration
characteristics. Naturally they exist in the form of anions
and highly soluble salts. For example, these are molyb-
denum and boron. Cationogenic elements, like zinc, copper,
manganese and cobalt, migrate in the form of cations in the
composition of highly soluble salts, sols, complex com-
pounds and salts of fulvic acids [3].

The bulk of TM, like Cu, Hg, Cd, As, Pb, etc., migrates
in the composition of dust and aerosols. But when it comes
to single cases of the minor migrations of ore elements, like
Cr, Ni, Co, Mg, etc., which most often passively accumulate
in the lithogenous basis of burned and/or adjacent area, so
the role of large dust particles [4] should be recognized.
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The type of fire and its intensity affect the migration of
chemical elements. The higher firepower, the higher the
quantitative parameters of the air migration of chemical
elements. It is obvious that there are other factors that
determine the behaviour of TMs in fires in ecosystems.

Analytical results showed that areas of fires being un-
der approximately the same conditions but traversed by
ground or crown fire differ significantly in the content of
migrating elements (mg/kg) and pH values.

In a general crown fire, a number of chemical ele-
ments, for example, mercury, cadmium, selenium and
artificial radionuclides are taken out of the fire zone, their
contents are 3045 % of their concentration in the areas
of a ground fire [2]. The pH value increases by 6—10 %.
Undoubtedly, this is due to the increase in the amount of
ash that has an alkaline reaction, but it could be partially
removed from the soil cover of the burned area by aeolian
or hydrological processes. For this reason, it is not possi-
ble to correctly establish the relationship between the
amount of ash and the pH value in the burned areas in a
given time after the fire. The above examples of geo-
chemical migration processes convincingly evidence that
in addition to the type of fire as a factor in the migration
of chemical elements from burned areas, the state of
light-combustible materials, namely, the moisture content
of the forest litter, is played a presentable role. This al-
lows us to formulate one more reason determining the
behaviour of TMs in forest fires: the physical state of
ground forest combustible materials also serves as one of
the factors determining geochemical migration in a natu-
ral fire.

It is known that different plants accumulate different
microelements in different ways. That is, the nature of the
distribution of trace metals in terrestrial plant parts should
be taken into account. This determines the quantitative
indicators of geochemical migration of chemical elements
in a fire. The most characteristic is the radial distribution
of most TMs in the soil profile, including the upper soil
horizons with interlayers of steppe mat and forest litter.
And in this event there is a significant fluctuation of TM
content in radial differentiation within the soil profile.

Burnout of the upper parts of steppe mat, mosses, li-
chens and forest litter is accompanied by a weak emission
of migrating trace elements not only because the upper
layers of surface combustible materials dry out faster than
the lower ones, but also because in these horizons their
elevated concentrations are in the lower intervals but not
in the upper ones.

Consequently, it should be emphasized that the com-
plex interaction of chemical elements with each other, the
state of ground combustible materials and the distribution
of elements in soil vertical profiles are responsible for the
behaviour of chemical elements during fires in ecosys-
tems.

In windless weather, during the spread of a fire in the
ecosystem, the chemical elements held by the fiery con-
vection current migrate vertically to the upper atmospher-
ic layers and, as it cools, settle on the burned area. The
wind promotes the spread of the smoke plume beyond the
pyrogenically affected area. This also makes it possible to
recognize the role of weather conditions as one of the
factors determining the migration of chemical elements
from burned areas. However, in our opinion, this factor

can be applied only to small fires, since the general crown
fires are accompanied by the formation of vortex air cur-
rents tightening cold air masses from the areas adjacent to
the fire. At the same time a horizontal advection movement
of the smoke plume in such fires can not only be predicted
but also almost impossible to take into account during a fire.
At the same time, dry and warm weather will be favourable
for atmospheric migration, while foggy and rainy weather
will facilitate the rapid washout and deposition of dust and
aerosol particles of the smoke plume. All presented ana-
lyzed information allows confirming the existence of anoth-
er factor, of which the spread of the smoke plume depends
on during the fire in the ecosystem: weather conditions af-
fecting the migration or accumulation of separate chemical
elements within the burned area.

There is no doubt that the transformation of steppe mats,
forest litter, mosses, lichens, etc. in various combustion
products (ash, coal, dust, aerosols, etc.) under the influence
of high temperatures, natural fires are able to affect the mi-
gration of all the chemical elements.

It is proved that in the components of natural systems
chemical elements occur in different states: sorption, ab-
sorption, and complex organo-mineral compounds, etc. But,
since it is referred to natural fires, and consequently high
temperatures, [.V. Alekseenko [2] considers their behaviour
as depending on the temperatures of their boiling and evap-
oration. He associates active migration of cadmium and
mercury with their low boiling points, whereas in such TMs
as copper, chromium, nickel and cobalt it is an order of
magnitude higher, namely they tend to be geochemically
accumulated in the lithogenous basis of the burned area
(°C): Hg = 357, As = 610, Cs =690, Cd = 765, Zn = 907,
Mg = 1107, Pb = 1744, Mn = 2 151, Sr = 1384, Cr =
2482, Cu=2 595, Ni=2732,V and Co = 3 000.

However, manganese falls from the above trend: having a
high boiling point, it easily migrates. On the other hand, the
migration of arsenic is low, although sublimation of this
chemical element already occurs at a temperature of 610 °C.
The reason for the low values of this indicator can be stay-
ing of arsenic within the mineral part of the forest litter and
an expressed close connection with iron. The behaviour of
sodium and potassium, which accumulate in the soils of
burned areas but have a low temperature gradient, does not
correspond to this pattern too.

Thus, the analysis of the above data allows us to con-
clude that the behaviour of trace metals during fires in eco-
systems depends on many factors, the main of which are the
following: the type of fire, the state of forest fuels, weather
conditions, the geochemical properties of chemical elements
and the nature of their distribution in components of the
ecosystem.

During fires, the top few centimeters of soil are exposed
to high temperatures, so the most drastic changes occur in
the litter and in the upper part of the humus horizon. In the
process of combustion, there is a significant loss of soil
organic matter. Under the influence of high temperatures
during a fire, most of carbon from the organic substance is
oxidized to gaseous forms (mainly CO,) and volatilizes.
During intense fires, the organic matter of the above the soil
surface horizons and the upper part of the humus horizon
are destroyed while the formation of a large number of car-
bonate compounds of alkaline and alkaline-earth elements,
which causes an increase in the pH response, takes place. As
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noted by Yu. M. Krasnoschekov, et al. [5], the shift in
soil acidity after a fire can be very considerable, it was
recorded events from pH = 5.7-5.9 before a fire to pH =
8.7 after passing a ground fire. Two months after the fire,
pH of the surface horizon remains to be 8.0, and only in
the burned areas 10 years after fire the reaction of the
upper organogenic horizons is restored. In addition to the
microelements, which are of vital significance for plants,
entering soil after passing through fire, large amounts of
Fe, Al, Zn, Mn and other trace metals are supplied to-
gether with ash.

3 Research Methodology

Let us examine in more detail the conditions for the
formation of mobile forms of trace metals in soils, which
will allow us to conclude of their migration or accumula-
tion in the geochemical environment.

Trace metals that enter the environment can form hard-
ly soluble hydroxides. In addition, in the soil solution
there is the possibility of the formation of hydroxocom-
plexes by metals with different amounts of hydroxide
ions [1]. The range of precipitation of hydroxides and the
ranges of the predominance of soluble hydroxocomplexes
have been studied by plotting concentration-logarithmic
diagrams (CLDs) [6]. The dissolution of metal hydroxide
illustrated with the example of the formation of copper
hydroxide and the formation of its complex compounds is
described by three main reactions as follows:

Cu(OH),= Cu*" + 20H;
(2-n)OH + H =H,0 ;
Cu’* +n-OH = Cu(OH),> ™™

IgK =-19.66;
1gK,, = 14;
1gB,.

Lumped reaction:

Cu(OH), + (2 —n)-H" = Cu(OH),”™ + (2 - n)-H,0;
1gK = 1gK,+1gB, — (2 —n) 1gKy;

Cu®* + OH = Cu(OH)*;  IgB;=6.0;

Cu®* + 20H = Cu(OH),; IgP,=13.18;
Cu™ +30H = Cu(OH); ; lgP; = 14.42;
Cu** + 40H = Cu(OH),*"; Igp,= 14.56.

58858
1l
swnpe

To calculate the equilibrium constant of the total reac-
tion, logarithms of the products of hydroxide solubility
and the stability constants of metal complexes and hy-
droxide ions were used.

The equilibrium concentrations of metal-containing
particles will be the following:

lg[Cu(OH)nz’"] =1gK+ 1gB, — (2 — n)-1gKy, — (2 — n)-pH;

n=0: Ig[Cu*]=IgK, - 2lgK, —2pH = 8.34 — 2pH;

n=1: lg[Cu(OH)*] =IgK; +1gB, — 1gK,, — pH =
=0.34 - pH;

n=2: l1g[Cu(OH),] =1gK; + 1gf, =-6.48;

n=3: lIg[Cu(OH); ] =1gK, + IgB; + IgK,, + pH =
=-19.24 + pH;

n=4: Ig[Cu(OH)," ] =I1gK, + IgB, + 21gK,, + 2pH =
=-33.1 + 2pH.

Thus, from the diagrams shown in Figure 1, it is possible
to clearly determine the ranges of maximum precipitation of
metal hydroxides. The condition for the precipitation of
Me™" is considered that it achieves concentration of the or-
der of 10~ mol/l in the soil solution. From Figure 1, at
pH < 6.8, copper is in a dissolved form, at higher pH values,
copper precipitates in the form of hydroxide Cu(OH),, and
at very high levels (pH > 13), hydroxocomplexes Cu(OH);
are formed but their concentration is very low, which allows
us to conclude that copper compounds in neutral medium
have a high migration capacity and their fixation at
pH > 6.8. Calculations have been made and corresponding
diagrams have been plotted for a number of other metals.

lg [Cu™]

lg [Cu(OH) ]

lg [Cu(OH),]

b

1g [Cu(OH),*"]

Ig [Cu(OH);" |

Ig [Cu(OH); ]

Figure 1 — The concentration-logarithmic diagram (CLD)
of forming copper hydroxocomlexes

4 Results

The precipitation ranges of hydroxides calculated by us
with the aid of CLDs are in good agreement with the exper-
imental data obtained by Yu. Lurie [7].

In neutral soil, most metals, such as Al, Cr, Zn, Cu,
Fe (II), Co and Ni, are in hardly soluble forms (in the forms
of hydroxides), at this their migration capacity is not large,
which leads to the accumulation of chemical elements in
soils. Under such conditions, trace metals are not washed
out of soils, they are not assimilated by plants, instead their
accumulation in soils occurs [1].

If a significant shift in pH occurs, as for example was
recorded by Yu.M. Krasnoschekov et al. [5], the behaviour
of copper compounds will change dramatically. At pH = 5.7
before the fire, the concentration of [Cu+2] = 0.01 mol/l, at
pH = 8.7 after the fire, all copper in an insoluble form will
accumulate in soils.

Fe” ions migrate easily in acidic, neutral and even slight-
ly alkaline medium up to pH = 9.5, and only in strongly
alkaline medium hydroxide Fe(OH), is formed.
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5 Conclusions

On the basis of our calculations, it can be argued that

the effect of the man-made load of pyrogenic origin on  leads to accumulation of these elements in soils.

the geochemical migration of trace metals takes place.
Compounds of Fe** at pH = 4.5-14.0, Cu®* at pH = 7-14,
Cr** at pH = 7-9, Zn** at pH = 8-11, Ni** at pH = 8-14,

Pb** at pH = 9-12, Fe** at pH = 9.5-14 have the lowest their fixation.

migration abilities. In a more acidic environment, soluble
substances are formed, but with an increase in pH = 0.5—

1.0 only, their mobility can decrease by an order of mag-  quence of the man-made emergencies of pyrogenic origin.
nitude, which contributes to their concentration in soils
after fire.
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Oco0uBocTi reoxiMiunoi Mirpauii XiMiuHuX eJleMeHTIB pu

TEXHOICHHOMY HaBaHTa)KeHHi l'lipOl"EHHOl"O XapakKTepy
byu 1O. B.

XapkiBcbKUi HaIllOHATBHAN eKoHOMiuHUA yHiBepcuteT iM. C. Kysnens, mpocn. Hayxkwm, 9-A, 61166, M. XapkiB, Ykpaina

AHoTauisi. Big3HaueHO pi3HOMaHITHICTh MOBEAIHKN XIMIYHUX €JIEMEHTIB Y JOBKULII MiCIS YpakKeHHS TTOKEKaAMH.
MoxHa crocTepiraTd IIUPOKHHA Aiana3oH KiNbKICHUX 3HaueHb reoXiMigHoi Mirpamii abo akyMmyismii XiMi9HOTO
eneMeHTa. Baxkki MeTany, 110 MOTPaNWIN Y JOBKIJUIS, MOXYTh YTBOPIOBaTH TiAPOKCHAN ab0 I'iJip OKCOKOMIUIEKCH,
BiJl SIKMX 3QJICKUTh MirpaiiiHa 31aTHicTh. [liana3oH 0Ca/KeHHS TiAPOKCHIIB Ta 00JIACTi MepeBaYKaHHS PO3YMHHHUX
TiZIPOKCOKOMITJICKCIB BHBYCHI 3a JOMOMOTOI0 MOOYJIOBH KOHIIEHTpaliHO-orapudmivyHux giarpamM. CTBOPEHO
MIPOTHO3YBAHHS T€OXIMIYHOT Mirparii CIOMyK Milli y TPYHTaxX Miciisl miporeHHoro BIUMBY. Ha mincraBi po3paxyHKiB
MOJXXKHa CTBEPXKYBAaTH, IO MA€ MiCIIe BIUIMB TEXHOTEHHOI'O HABAaHTAXXEHHS MIPOreHHOTO XapaKTepy Ha IeOXiMiuHy
Mirparmio BaXKux MeTaniB. OTpHMaHi pO3paxyHKH MOKHA BHUKOPHUCTOBYBAaTH IJISI NPOTHO3YBAHHS TeOXiMITHOT
Mirpanii BaXKMX MeTaliB y TIPyHTaxX MiCIi TEXHOTEHHHX HACHiIKIiB HaJ3BHYaWHMX CHUTyalidl MipOreHHOro
HOXO/KCHHSL.

Kiro4o0Bi ci10Ba: XiMiuHuMiA €IeMEHT, TiAPOKCOKOMIUIEKC, MirpaniiiHa BIacTUBICTh, KOHIIEHTpaLliiHO-TorapudMiuHa
niarpama.
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In neutral in their reaction soils most of trace metals, like
Cr, Zn, Cu, Fe (II), Ni, are in hardly soluble forms as hy-
droxides, at this their migratory abilities are low, which

Trace metals, which are mobile in a neutral medium,
such as Fe (II), Cd, Co, Mg and Mn should be allocated in a
separate group. Any increase in the level of pH facilitates

The calculation results obtained can be used to predict
the geochemical migration of trace metals in soils in conse-
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Abstract. In this paper, potential of beneficial products recovery was investigated from plastic medical waste
(PMW) by pyrolysis process. Disposable plastic is one of the chief items in the medical waste. High density polyeth-
ylene and Polypropylene is the main component of several PMW. These plastics have a higher latent as hydrocarbons
sources for chemical industry. Pyrolysis of PMW was accomplished at a temperature range of 200-300 °C in a batch
reactor make up of stainless steel. The chemical and physical properties of the pyrolysis liquid were much closer to
the commercial fuel like diesel, petrol etc. The density is 840 kg/m3, the gross calorific value is 4.13-10* kJ/kg flash
point is 39 °C in produces pyrolytic oil. This liquid can be used as alternative sources of fuel.

Keywords: plastic medical waste, pyrolysis, pyrolytic oil, alternative fuel.

1 Introduction

The major problems we facade these days are energy
crisis and environmental concern due to the fast growth
of population and industrialization. Massive quantity of
solid wastes have been refused every day from various
sources like household wastes, industrial wastes, munici-
pal wastes, medical wastes, etc. These wastes can be
transformed into energy by following appropriate meth-
ods; that would be usable for the next generation. Recov-
ery of alternative fuel and reducing plastic waste, the
technologies are developed day by day, which are suita-
ble from the environmental viewpoint and cost—effective,
has recognized to be an inflexible challenge because of
the obscure characteristic in the recycle of polymers
[1].Plastic materials, for instance, encompass a progres-
sively increasing proportion of the municipal and indus-
trial wastes. The yearly plastic consumption of the sphere
has augmented about 20 times since 5 million tons in
1950s to approximately 100 million tons in latest time
[2]. Medical wastes are categorized as solid and liquid
states. Plastic medical wastes are the solid type of medi-
cal wastes, such as vials, saline pots, saline pipes, covers,
medicine containers, packets, etc. Medical wastes are
infectious and hazardous. It retains severe threats to the
environment and needs specific treatment and manage-
ment prior to its final disposal [3]. The safe dumping and

handling of medical wastes has been ignored in Bangladesh.
Medical waste is proficient of causing diseases and disorder
to people, either through straight contact or ultimately by
contaminating soil, surface water, groundwater and air [4].
Medical waste, consequently, possesses a risk to human,
communities and the surroundings if not carefully handled.
According to [5], the medical waste management procedure
includes handling, segregation, disinfection, storage, trans-
portation, collection and final disposal. Various methods
such as land filling, biological recycling, mechanical recy-
cling, thermo—chemical recycling, etc. are used for medical
waste management. Land filling is not a suitable option for
positioning plastic wastes because of their relaxed degrada-
tion rates. Mechanical recycling can be actual process but it
is limited to thermoplastics, contamination level, homogene-
ity of the types and color similarity [6]. Chemical recycling
of plastic wastes is one of the most remarkable plastic
wastes management methods. Incineration and pyrolysis are
usually employed to obtain bio—fuel from plastic materials.
Of them, pyrolysis method is one of the most effective and
promising techniques to obtain liquid fuel from the plastic
medical waste. Incineration is a critical procedure, in which
hydrocarbons are altered to their combustion products,
whereas, pyrolysis may be employed to change them into
inferior hydrocarbons, which may be made use of as fuel
and other different materials [7]. Pyrolysis is a thermal
method by less or deficiency of oxygen. In the pyrolysis
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method, the organic constituents of the decomposable
material yield gaseous and liquid products, which can be
used as a source of chemicals and fuels [8]. Products
acquired from pyrolysis of plastics depend on the nature
of plastics, residence time, feeding arrangement, reactor
type, condensation arrangement and temperatures em-
ployed [9]. Very diverse experimental processes have
been used to acquire liquid products from plastic—based
medical waste by thermal pyrolysis method. Numerous
reactor schemes have been established and used for in-
stance batch/semi batch, fluidized bed, spouted bed, fixed
bed, microwave and screw kiln. Semi—batch, batch and
fixed bed reactors have been used by numerous research-
ers as a result of its simple design and informal operation.
Consequently, we selected batch type pyrolysis reactor to
convey out the process.

Not much written in the literature about the pyrolysis
process to produce fuel from waste plastics. Butler et al.
[10] discussed the review of waste polyolefin plastics.
Dash et al. [11] studied on the thermal pyrolysis of medi-
cal waste (plastic syringe) for the production of useful
liquid fuels. However, nobody explored the present issue
as of conversion of plastic medical waste into energy in
details, so far.The objective of the work was to manage
plastic wastes as well as to reduce environmental emis-
sions. The aim of this research is to explore an alternative
source of energy from plastic medical wastes through
thermal pyrolysis method using a fixed-bed reactor. The
properties of the fuel has been studied and compared with
commercial fuels.

2 Research Methodology

2.1 Raw materials

Plastic—based medical waste, used as feed material
throughout the experiment, was collected from the local
Hospital of Bangladesh. The plastic materials were
cleaned successively with water and hydrochloric acid
and finally washed with distilled water. They were shred-
ded into four different sizes such as 0.65, 0.975, 1.3, and
1.95 cm®. Every plastic content were chopped cross—
section wise. Then they were used as raw material for
thermal pyrolysis process.

2.2 Experimental procedure

The layout of the experiment can be seen in Figure 1.
The apparatus used in the pyrolysis of wastes plastic
consisted of batch reactor made of carbon steel of 8 cm
length, 14 cm inside diameter and 28 cm outside diame-
ter. Thermocouple (type K) with digital temperature re-
corder connected to the reactor of 10 cm deep was used to
measure inside temperature of the reactor. The heat was
supplied to the reactor by 2 kW external electrical heaters
(1.5 kW heater in the bottom of the reactor and 0.5 kW
heater surrounding the reactor) to get the required reac-
tion temperature. At the top end of the reactor, a tubing
system was connected with two gate valves.

Figure 1 — Feed material for pyrolysis

All tubes, having a diameter of 0.5 inch made by copper,
were used as condenser. Pyrolysis of medical waste (plastic
content) was conducted by a batch type fixed—bed system.
This procedure was conducted for variety of feed quantity
and temperature. The plastic-based medical wastes were
shredded into equal size which was fed (1 kg) to the reactor.
The thermal recycling pyrolysis process carried out under
inert atmosphere. Prior to starting the experiment, the pres-
sure cooker was purged by flowing N, gas for Smin to re-
move air inside. During the experiment, the pressure in the
flow meter and reactor chamber were remained same but
slightly higher than that of atmospheric pressure just to
maintain continuous flow of N, gas.

The heat was supplied (room temperature to 500 °C) in
consistence basis and vapor forms in the reactor. The gas
movement line was completely opened from the reactor to
the condenser. Cooling water was supplied on the surface of
the condenser on continuous basis. At the outlet of reactor, a
condenser was attached to condense the vapors coming out
of it. The condensed vapors were collected in a container as
the liquid product, whereas, there was some amount of non—
condensable gases which were simply left out. The schemat-
ic diagram of fixed bed pyrolysis plant is shown in Figure 2.

Fixed bed fire ater in
tube reactor

.

\

Reactor

Pressure foeder

regulator with
flow control
valve

- /

N gas
cylinder

Liquid oil collector

Fiureg 2 — Schematic diagram of a fixed bed pyrolysis plant

When the pyrolysis process of all samples was complet-
ed, supply of N, gas was stopped and switched off the heater
of the reactor. Then wait for a while to cool the reactor and
collected the char product. After that the char product and
liquid were weighted. The weight of the gas was determined
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by subtracting the total weight of char product and liquid
obtained after condensation of vapor from the full amount
of feedstock.

3 Results and Discussion

3.1 Elemental and proximate analysis of PMW

Elemental and proximate analysis PMW is very im-
portant to determine numerous properties of PMW. The
heating rate and volatile constituents are the vital factors
for PMW pyrolysis. The Elemental and proximate anal-
yses of PMW with higher calorific rate are showed in
below Table 1.

Table 1 — Proximate and elemental analysis PMW, wt %

Proximate analysis Elemental analysis
Moisture 0.82 | Carbon (C) 72.56
Volatile 62.70 | Hydrogen (H) 11.17
Fixed carbon 32.31 | Nitrogen (N) 5.82
Ash 4.17 | Sulphur (S) 0.23
H.C.V, MJ/kg 33.30 | Others 10.22

3.2 Effect of temperature on pyrolysis product
yield
Pyrolysis of medical waste (plastic) in batch type
fixed-bed reactor, the experimentations was directed in
the temperature range of 200-300 °C. The investigations
were directed to detect the significance of pyrolysis tem-
perature on yield.
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Figure 3 — Effect of temperature on pyrolytic yields

for feedstock size 0.65 cm®

At diverse temperature of numerous feedstock sizes
(0.65, 0.975, 1.30, and 1.95 cm3), there were achieved
three types of pyrolysis yields such as liquid oil, solid and
gas are presented in Figure 3 for feedstock 0.65cm’ due
to straightforwardness. It is stated from the figure that
when the escalation of temperature occur, the rate of

liquid manufacture augmented up until it attained a maxi-
mum value and formerly reduced. All the data denote alike
nature. Among the 4 sample sizes, the excellent result was
attained for the feed size of 0.65 cm®. When the temperature
augmented from 200 to 260 °C, the production of liquid
augmented first from 20 wt % to a maximum value of 53 wt
% and then reduces to 35 wt % at a temperature of 300°C.
The gas production augmented from 10 to 18 wt % over the
entire temperature range, whereas char yield declined from
70 to 29 wt %, formerly remain residues were almost con-
stant. It is pragmatic that a properly sharp optimum occurs
in temperature at which supreme production of liquid was
attained possibly because of strong cracking of plastic at
260 °C temperature. The gas manufacture augmented over
the whole temperature range to a uppermost value of 18 wt
% at 260 °C, whereas, char yield decayed up to 300 °C and
formerly remained just about constant.

3.3 Fuel properties of the liquids

The obtained synthetic oil obtained from pyrolysis of
plastic content of medical wastes had strong acrid smell and
appears dark brown with. Comparison to commercial fuel
kerosene oil and diesel, the fuel properties of the pyrolysis
oil which are generally consumed in Bangladesh, are shown
below in Table 2. This table shows that the pyrolysis oil
density was found approximately similar to other commer-
cial oil like diesel fuel and kerosene oil.

Table 2 — Fuel properties of the pyrolysis oil compared to com-
mercial fuels

Property Pyrolytic oil Diesel Kerosene
Density, kg/m’ 840 870-950 780-810
Gross calorific
value, k/kg 41 325 44 800 35000
Flash point, °C 39 52 37-65
Pour point, °C 14 -9...19 -40

4 Conclusions

Recovery of liquid fuel from PMW through thermal py-
rolysis was explored in the present issue quite effectively
that added value to the energy sector. A limited number of
trial runs were done at several operating conditions for the
maximum liquid yield. The maximum yield of pyrolysis oil
from the medical plastic waste was 53 wt % at a tempera-
ture of 260 °C with the feed size of 0.65 cm’. It was ob-
served that fuel properties of pyrolysis oil were comparable
to that of diesel and furnace oil. There was possibility to
have some impurities in the oil such as wax, water, higher
hydrocarbons, etc. need to be removed. The pyrolysis oil
can be suggested as a probable alternative fuel to commer-
cial diesel as well as successful management of PMW to-
ward safe environment.
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BinHoBJ/IeHHS MipOJIITHYHO]I 0J1ii 3 TEPMIYHOIO0 MipoJIi3y JiKapChKUX BiAX0AIB

1 2 . 3
Com V., Paxman ®.°, Xocceiin C.

! lxeccopepknmii yHiBepeHTET HaykH i TexHomorii, Uypamonkati—Yarad’st poyx, 7408, m. Jikeccop, Banrmazenr;
2 Vuisepeurer Jikaxanripuarap, 1342, m. Casap, Bangladesh;
3 VuiBepcurer imkeHepii Ta TexHonorii M. Kxymaa, 9203, M. Kxynna, Basrmamen

AHoTanist. Y poOOTi JOCTIIKEHO MOTEHIliadl BiHOBICHHS KOPHUCHHUX MPOAYKTIB i3 TUIACTUYHHX METHYHHX
BinxoxniB (IIMB) 3a momomororo miponizy. OmHOpa3oBHil ITACTUK € OJHHM 3 HAMBaXIMBIIINX IPEAMETIB Y
MEJIMYHUX BiIX0J1axX, a MOJIeTHIICH BUCOKOI IIITFHOCTI Ta MOJINpPOIiieH — OCHOBHMMH KOMIOHEHTaMu aeskux [IMB.
Li mmacTMacu MaroTh ORI BHCOKI NMPHUXOBaHI JyKepesia BYTIIEBOAHIB I XiMiuHOI mpomucioBocti. [lipomiz [IMB
3niticHIoBaBcs B iHTepBaii Temneparyp 200-300 °C y mapoBoMy peakTopi 3 HepkaBitouoi crami. XimiuHi Ta QizuyHi
BJIACTHBOCTI MipOJTi3HOI piAMHY OYyJH CYTTEBO OMIKYUMH IO KOMEPIIHHOTO MaJiiBa, 30KpeMa TU3ebHOTO TajiBa Ta
Gensuny. Bractupocti mipomiTHuHoi onil: rycTiHa 840 kr/M°, muToMa eHeproemuicts 4.13-10* kJIx/kr, Temmneparypa
3aiimanHs 39 °C. Takox oTpUMaHy pilMHY MOKHA BUKOPUCTOBYBATH SIK aIbTEPHATHBHE MAJIUBO.

KorouoBi ciroBa: miacTuuHi MeUuHI BiIXOIH, MipOJIi3, MIPOTITHYHA OJIisl, AIbTEPHATHBHE MaJNBO.
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Abstract. The problem of intensive pollution of the Caspian Sea has been continued to be one of the most signifi-
cant and serious for the region. The rising of pollution level of the Caspian Sea coast with oil hydrocarbons has a par-
ticular concern. The purpose of this paper is to assess the pollution degree of the Caspian coast with petroleum hy-
drocarbons. The idea of the author is to provide a comprehensive analysis of the environmental destructive factors of
the oil production process on natural complexes, including the effect of chemical pollution of the water basin with pe-
troleum hydrocarbons on local hydrobionts. Methods of mathematical modeling of the oil films spreading on the wa-
ter surface aimed to the prediction of the influence area, and methods of toxicological studies and assessment of the
dose-effect relationship have been used. It was determined that the waters of the Caspian Sea, associated with off-
shore oil production, are areas of increased environmental risk. In the cases the concentration of hydrocarbons is
above 1 mg / 1, physiological changes are observed in the majority of dominant groups of hydrobionts. Areas of in-
creased risk level for marine ecosystems caused by gas and oil industry development are connected with north and
west-south parts of the Caspian Sea. The obtained results can be used to develop programs to ensure the environmen-
tal safety of the studied region.

Keywords: oil pollution, offshore oil production, marine biota, ecological risk, spills, Caspian Region, oil film, risk

assessment, biodegradation, mathematical modelling.

1 Introduction

Russian

Federation (w/o Ca;s;ml
The discovery and development of a new oil and gas o (ﬁce;a:;ﬁlan)
subprovince on the continental shelf of the Caspian Sea Rissisind

brought the region to the rank of one of the most promis-

ing areas for oil production in the 21* century [1]. The Scui"”:n d
Caspian Sea is the largest in the world, unparalleled in- central
land water area of more than 398 thousand square kilo- America

. u
meters, not connected with the World Ocean. Currently, 2
the proven oil reserves of the Caspian region are estimat- .

ed at 5.4 billion tons (3.2 % of the world total), gas re-
serves are at the level of 8 trillion cubic meters (5 % of

ifi
the world total) [2] (Figure 1). i
Intensive oil production in the Caspian [3] entails a 4%

number of environmental problems. The technogenic load
on the natural environment of the region is expressed
both in the direct influence on the biota of chemical and
physical factors, and indirectly by changing the habitat of
marine hydrobionts.
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Figure 1 — Distribution of proven oil reserves
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According to the Caspian Regional Thematic Center
for Pollution Control (Caspian Environmental Program),
up to 122.35 thousand tons of oil products enter the sea
annually from various sources [4].

The situation is complicated by the ongoing processes
of accumulation, decomposition and burial of incoming
toxicants, which is typical of drainage reservoirs. Once
released into the environment, oil may undergo a variety
of natural processes that may act to reduce the severity of
a spill, or accelerate the decomposition of the spilled oil
into forms that are less environmentally hazardous. Five
natural processes have been identified as particularly
important to the fate of oil in the environment: weather-
ing, evaporation, oxidation, biodegradation, and emulsifi-
cation [5]. By their biological nature, products of oil
transformation in the aquatic environment and their fur-
ther combined interaction with other toxicants represent a
high environmental hazard [6]. The development of toxic
effects in aquatic organisms is determined mainly by the
bioavailability of xenobiotics, the physicochemical pa-
rameters of the environment, and mainly the individual
characteristics of the organism. The degree of susceptibil-
ity depends on the level of organization and physiological
indicators of various taxonomic units. Some types of
bacteria have appropriate enzymatic systems that ensure
the involvement of petroleum hydrocarbons in metabolic
reactions, and as a result of their biodegradation. Re-
searchers [7-9] proved the high efficiency of using the
consortium of bacteria Aquimarina, Polaribacter, Sale-
gentibacter, Sulfitobacter, Idiomarina, which have signif-
icant oil destructive ability at low temperatures, as well as
other bacteria that play a key role in reducing the concen-
tration of oil in water.

According to research [10] on average 80 % of fish bi-
omass and 86 % of secondary fish production would be
retained after partial removal, with above 90 % retention
expected for both metrics on many platforms. Partial
removal result in the loss of fish biomass and production
for species typically found residing in the shallow por-
tions of the platform structure.

When assessing the level of anthropogenic pressure on
the Caspian marine ecosystem due to offshore oil produc-
tion, one of the unresolved issues is the determination of
the zone of active pollution or the zone of maximum
impact. Today, models of Fei, Johansen and Elliot,
Blocker and others are known for evaluating the spread-
ing field of oil film on the water surface when oil is sup-
plied in various quantities [11], but the influence of oil is
only one component of technological risk.

The purpose of the paper is to comprehensively assess
the oil production activities in the Caspian environment.

2 Research Methodology

2.1 Materials

When oil / oil products enter the sea, they form oil
films, and those in turn are smoothing areas on the sea
surface or slicks. At the beginning of the era of remote
sensing of the ocean, all the spots-slicks on the sea sur-
face and, accordingly, dark spots on radarlocation images

(RLI) were considered as films of oil or oil products. In
the first hours of film existence, physicochemical pro-
cesses for the removal of petroleum hydrocarbons from
the surface of water dominate [12]. Components with a
low boiling point quickly evaporate, dragging fractions
with a higher boiling point. In the first few days, depend-
ing on the composition of the oil and hydrometeorologi-
cal conditions, 30-70 % of the oil is lost, mainly the Cy—
C,, fraction. Chemical transformations of oil in the water
column are oxidative, often accompanied by photochemi-
cal reactions under the influence of the ultraviolet part of
the solar spectrum and can be catalyzed in the presence of
certain trace elements, such as vanadium, and inhibited
by sulfur compounds. The final oxidation products (hy-
droperoxides, phenols, carboxylic acids, ketones, alde-
hydes, etc.) usually have an increased solubility in water
and are highly toxic. Photo-oxidative reactions initiate the
polymerization and destruction of the most complex mol-
ecules in the composition of oil, increase its viscosity and
the content of tar and asphaltene products and contribute
to the formation of solid oil aggregates.

Films of crude oil and heavy oil products (including
emulsions) are very thick and can reach a thickness of
several millimeters on the sea surface, ranging in color
from dark brown to metallic gray. Crude oil is capable of
forming emulsions on the sea surface, which can contain
up to 80 % of water (visually from light brown to or-
ange). The shapes and sizes of the spots of oil and oil
products are extremely diverse. These contaminants may
appear near oil platforms, floating storage facilities, ter-
minals, pipelines, wells, other operating or abandoned
offshore oil and gas facilities; they are formed as a result
of exploration, drilling, production, transportation and
other operations with oil and oil products, as well as re-
sult of accidents with tankers and oil platforms. A signifi-
cant part of oil and oil products can be carried with river
runoff in cases where leaks and accidents occur on land.

Flgure 2 — Examples of film pollution found
in the Caspian Sea
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Oil slicks glittering on the surface of the sea and
thousands of hectares of soil penetrated by oil leaking
from abandoned wells are just part of the pollution that
people living around the Caspian Sea must endure. In
addition there are various industries, particularly
chemicals and mining, large-scale irrigated farming and
untreated household waste. Combined with the effects of
the oil, all these forms of pollution have a serious impact
on the well-being of humans and wildlife.

Another source of oil products in the Caspian Sea is
the industrial and economic flow of cities and towns
along the coastal strip of the sea. 200 large cities with
more than 220 sources of pollution of the water basin are
concentrated in the Caspian region. Here, about 39 cubic
kilometers of wastewater is discharged annually, of
which almost 8 cubic kilometers are polluted. Together
with sewage, up to 30 tons of petroleum hydrocarbons are

dumped into the sea. Beyond the scope of statistical
reporting, rainfall runoff of settlements, as well as
emergency discharges [13].

2.2 Factors affected on the behavior and fate
of petroleum compounds

Figure 3 shows the interrelationships among the phys-
ical, chemical, and biological processes that crude oil
undergoes when introduced into the marine environment,
subsequently weathers, and is then transported away from
the source. Processes involved in the weathering of crude
oil include evaporation, emulsification, and dissolution,
whereas chemical processes focus on oxidation, particu-
larly photooxidation. The principal biological process that
affects crude oil in the marine environment is microbial
oxidation.

External sources
* Atmosphere : —
« Coastal runoff Evaporation, Volatilization
* Rivers
* Spills
* Operational discharges
* Seeps v
Water Column

* Transort

« Dispersion

* Biochemical

Weathering
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* Biochemical
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Figure 3 — Detailed interactions of a conceptual model for the fate of petroleum in the marine environment [14]

The kinetics of the breakdown of oil and petroleum
products in the marine environment is determined by the
influence of external factors related to the properties and
characteristics of the environment in which the oil falls.
Experiments have shown that the temperature factor is
decisive in the kinetics of the breakdown of petroleum
and petroleum products. In general cases, the rate of
chemical reactions with a temperature increase of 10 °C
increases by 2—4 times, and a decrease in the temperature
of the medium significantly inhibits not only the physico-
chemical, but also the biochemical processes associated
with the destruction and transformation of various sub-
stances. This is explained by the fact that temperature
conditions have an undoubted effect on the rate of repro-
duction of the bacterial mass — as the temperature de-
creases, the total number and number of heterotrophic
organisms decreases.

An increase in the salinity of seawater also adversely
affects the biochemical oxidation of petroleum hydrocar-
bons. The changing of salinity by 1 % causes the half-life

of petroleum hydrocarbons changes by 22 hours. Howev-
er, for each marine region, changes in salinity are gener-
ally very small, and sharp salinity gradients are observed
mainly in the zones of influence of river flow and melting
(formation) of ice. The same can be said about the effect
of pH on the biochemical oxidation of petroleum hydro-
carbons. Thus, the effect of a change in the half-life of
petroleum hydrocarbons on temperature is 25 times more
than on changes in pH and 8 times more than on changes
in salinity.

If the hardly soluble oil residues, together with the in-
organic and organic impurities included in them, ap-
proach the density of sea water (or exceed it), then in this
case they are sedimented. As a result, oil aggregates can
sink to the bottom or leach onto the shore, which leads to
the purification of the water column. In turn, the bottom
sediments during wave roiling can be a source of pollu-
tion of marine waters.
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2.3 Methods of mathematical modeling of the
spreading of the oil film on the water
surface

It is advisable to simulate the spreading of oil film to
predict the scale of emergency oil spills in the sea, and as
a consequence, the zone of maximum damage to the eco-
system. The process of spreading the oil film over the sea
surface occurs under the action of various forces, but to
simplify the task, we take into account the force of gravi-
ty and viscous friction. The main characteristics of the oil
film will be its radius and thickness. The process is de-
scribed using the mass conservation equation for the ele-
mental volume of an oil film and the equation of motion
of a viscous Newtonian fluid [15]. The equation of mass
conservation for the mathematical model of the process
under consideration in the axisymmetric case can be rep-
resented as

8h  18(ruh)
—+- =0.
6t r ar (1

The equation of fluid motion is

du du aﬂ'h T
ﬂt+uﬂ“r__g ﬂr__anh' 2)

where 4 is oil film thickness, m; u is film speed aver-
aged over film thickness, m/sec; 7 is shear stress at the
bottom of the film; g is acceleration of gravity, m/sz;
5= (Dw—Po)Po s P Po is density of water and oil respec-
tively, kg/m3 ; ris radial coordinate; ¢ is time, sec.

The solution of the differential equations (1) and (2)
from the specified initial conditions by analytical meth-
ods allowed us to obtain a formula for determining the
final radius ri(f) of the oil film at a certain point in time
as the ratio
1'1[-_\! Ett:] 1:..'9
g ) 3)

n (8] =y

Oil spill modeling is based on GIS technology. Model-
ing is done using software ArcGIS for Desktop Advanced
v.10.2 and ADIOS® (Automated Data Inquiry for Oil
Spills) is NOAA’s oil weathering model. It's an oil spill
response tool that models how different types of oil
weather (undergo physical and chemical changes) in the
marine environment. Working from a database of more
than a thousand different crude oils and refined products,
ADIOS quickly estimates the expected characteristics and
behaviour of spilled oil.

2.4 Methods to assess impact concentrations of
chemicals

The greatest source of uncertainties in deriving as-
sessment end points (e.g. a PNEC; the concentration be-
low which organisms in the area of interest are unlikely
to be adversely affected) is the extrapolation of laboratory
bioassay results to the natural environment. The require-
ment to both culture and maintain test species in the la-

boratory restricts the selection of possible test species and
the species used are often not very representative for the
large spectrum of species, with varying degree of sensi-
tivity that may occur in natural ecosystems. This exercise
of extrapolation therefore involves many often untested
assumptions (Figure 4).

\/

Survival

DoselTime

Figure 4 — Dose-response relationship based on laboratory
toxicity test (bioassay), here fish

The outcome is often that the PNECs may be either
overprotective or underprotective, depending upon the
biological and environmental conditions that apply at
each natural site [16, 17]. This severely limits the useful-
ness of the chemical criteria in Ecotoxicological Risk
Assessment (ERA). The two main approaches used to
extrapolate lab data to field data to obtain an estimate of
the field Predicted No Effect Concentration (PNEC) is (1)
using an assessment factor approach or, when sufficient
data are available, (2) from statistical extrapolation.

LC50 is the lethal concentration to 50 % of the
individuals but any level of biological organization (e.g.
molecular, cellular, organ and organism), effect level
(e.g. NOEC, the highest concentrations with no observed
effect and LOEC, the lowest concentration with observed
effect) and life history variable (growth, reproduction,
swimming speed etc.) can be used to estimate an effect
concentration.

Experience shows that different species differ in their
sensitivity towards a single chemical. This may be due to
differences in life history, physiology, morphology and
behavior. The species sensitivity distributions (SSDs)
approach is a statistical description of the variation
among a set of species in toxicity of a certain compound
or mixture (Figure 5). SSDs consider variation between
species and not within species and do not attempt to
explain why species differ in sensitivity. It is a
probabilistic approach in contrast to the deterministic
procedure of assessment factors.

As mentioned [18] forward use (x —y) in risk
assessment and inverse use (y — x) in EQC is indicated.
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2.5 Methodology of oil toxicity studies

Under the Chemical Response to Oil Spills: Ecological
Research Forum (CROSERF) [19] is often used to deter-
mine lethal concentrations. In general, field studies allow
for less control of environmental variables but allow for
investigations that may not be possible in most laboratory
experiments (e.g., multi-species assemblages). Field ex-
periments are also more costly and regulatory approvals

from various stakeholders are sometimes difficult to ob-
tain.

Multivariate  analysis and the biotic index
(BIOSTRESS) Multivariate analysis is regarded as the
most sensitive technique for distinguishing site groupings
of disturbed assemblages related to oil activity. Subtle
effects induced by pollutants may be reflected in changes
in the community composition that may be identified
using the biological criteria discussed above (e.g. similar-
ity matrixes, species response models) together with mul-
tivariate techniques (e. g. ordination and classification)
[20].

3 Results

Studies on natural models in the Caspian Sea have
shown that physicochemical oxidation plays a significant
role in the breakdown of petroleum hydrocarbons, which
is consistent with the results of the practical development
of a system for protecting the biological diversity of the
Caspian Sea from oil pollution [22].

A summary of the processes that affect the fate of pe-
troleum hydrocarbons from seven major input categories
is shown in table 1. Each input is ranked using a scale of
high, medium, and low that indicates the relative im-
portance of each process. The table is intended only to
convey variability and is based on many assumptions.

Table 1 — Processes that move petroleum hydrocarbons away from point of origin

) Light Heav Produced Vessel .
Tnput Type Seeps Spills disti;glates Crudes distillai/es water operational Atmospheric
Persistence years days days months years days months days
Horizontal
Transport or H L M M H L M H
Movement
Vertical
Transport or M NR L M H L L NR
Movement
Evaporation H H M M L M M H
Emulsification M NR L M M NR L NR
Dissolution M M H M L M M M
Oxidation M L L M L M L M
Sedimentation M NR L M H L L NR

Note: H = high; L = low; M = moderate; NR = not relevant.

The resulting (integral) film pollution maps found in
the Northern Caspian in 2009-2013, 2014-2015, are
shown in Figures 6 a, b. For the convenience and simplic-
ity of the analysis on these maps the boundaries of state
sectors (economy zones), the main ship routes and license
areas are plotted. They were created by combining all the
vector contours of the found pollution for one year into
one layer and then merging the annual maps into one.

National Caspian Action Plan of Azerbaijan, 2002;
National Action Programme on Enhancement of the En-
vironment of the Caspian Sea, Kazakhstan 2003-2012;
Environmental Performance Review of Kazakhstan,
UNECE, 2000; Environmental Performance Review of

Azerbaijan, UNECE, 2003; Study for; Safe Management
of Radioactive Sites in Turkmenistan, NATO, 2005; En-
vironment and Security: Transforming Risks into Coop-
eration, Case of Central Asia, 2003 ; Global Alarm: Dust
and Sandstorms from the World’s Drylands, UNCCD,
2001.

The concentration of SPAR in the water area was
higher when it was calm (0.45 mg/l) than under the con-
ditions of the northern (0.31 mg/l), southern (0.26 mg/l),
western (0.23 mg/l) and east (0.13 mg/l) winds [22].
Moreover, the content of oil components in the west
(0.34 mg/1) of the region always exceeded their indicators
in its eastern and central (0.14 mg/l) parts. The NU con-

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. H 9-H 17

H13




tent in the water area decreased from weak (0.15—
0.32 mg/l) to moderate (0.09-0.24 mg/l), significant
(0.07-0.19 mg/l), and severe disturbances. The effect of
the latter in calm is also combined with a decrease in the
oil content in the range (0.09-0.27 mg/l). Integrated map
of film pollution is shown in Figure 6.
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Figure 6 — Integrated map of film pollution found in the Caspian
Sea in 2009-2013: light brown lines are the boundaries of
public sectors, blue ones are the main ship routes;
red is licensed blocks of OAO “Lukoil”

4 Discussion

In the northern part of the Caspian Sea, where oil is
being actively extracted, no films of crude oil were found
(Figures 6 a, b). This, in general, is explained by effective
industrial and environmental safety measures that Lukoil
uses during exploration and production of oil in the Cas-
pian Sea. (According to company representatives, the risk
of emissions of crude oil is virtually zero.) 6a shows a
map of the distribution of film contamination in the sea
for 5 years, from which it follows that the largest pollu-
tion areas were found in the main shipping routes and
approaches to the Caspian ports of Russia and Kazakh-
stan. They are also ship-based and can be mining, bilge
water and other liquid waste, due to commercial transport
and fishing, and, to some extent, tanker shipments of oil.
This is also confirmed by rice, and Figure 6 b is for
2014-2015.

The results of experiments in the Caspian Sea showed
that lowering the temperature of the aquatic environment
by 10 °C lengthens the half-life of dissolved forms of oil
by 2 times, and a change in the temperature of the medi-
um by 1 °C changes this period by 40 hours. Thus, with a

decrease in water temperature from 28 °C to 0 °C, the
half-life period is extended by 1.12 hours.

The wind speed is important for the spread of oil spills
on the surface of the Northern Caspian, along with the
direction. With its increase in the area of water there is a
decrease in the concentration of oil impurities from weak
(0.15-0.32 mg/1) to moderate (0.08—0.18 mg/l) and strong
(0.07-0.15 mg/l) winds [23]. However, in the case of
continuous operation of the source of pollution with the
same wind, the amount of petroleum hydrocarbons first
decreases and then increases again, stabilizing at the orig-
inal level.

The inertia of levels of sea pollution associated with
the action of winds is noted. With the duration and con-
stancy of the volumes and the quality of the anthropogen-
ic runoff, after some decline, the concentration of toxi-
cants is restored. At the same time, the dual role of winds
and waves in self-purification and secondary pollution of
sea waters as a result of their mixing and stirring up of
bottom sediments can be traced. Other things being equal
(distance from the source of pollution, depth of occur-
rence, physical properties) the content of harmful impuri-
ties in bottom soils depends on the degree of their disper-
sion, the predominance of fine or coarse fractions.

Despite the relatively small losses of hydrocarbons
during their production on the shelf, emergencies at drill-
ing rigs remain inevitable so far, and with emergency and
technological discharges of oil products into the sea from
drilling rigs, pollution is mostly local in nature. However,
near the source, the concentration of petroleum hydrocar-
bons may be tens or hundreds of times higher than the
norm established for fishery bodies of water. On average,
during the development of fields, 30—120 tons of oil
comes from a single well into the marine environment. In
cases where local pollution becomes chronic, oil not only
pollutes water, but also bottom sediments.

Studies have revealed the dependence of the toxic ef-
fects of wastewater, drilling mud and sludge on the or-
ganisms of the Caspian Sea on their composition and
habitat conditions. Oil hydrocarbons at a concentration of
0.05-0.5 mg/l, as a rule, do not affect the survival of ma-
rine organisms if their toxic effect is not aggravated by
the action of other toxicants. At the same time, almost all
tissues and organs show physiological and biochemical
changes that become irreversible with an increase in the
concentration of oil from 0.5 mg/l to 50 mg/l. Already at
the very bottom of this interval (0.5-1.0 mg/l), changes in
physiological and biochemical parameters are accompa-
nied by impaired growth and development, as well as fish
fertility. Reduced fertility is manifested to a greater extent
in subsequent generations. The stability of aquatic and
benthic organisms to the toxic effects of oil depends on
their taxonomic identity and stage of development, the
concentration of hydrocarbons, the duration of exposure,
and its combination with other factors and environmental
conditions.
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5 Conclusions

The ecological state of the Caspian Sea is deteriorating
due to the intensification of oil production on the sea
shelf. The influx of petroleum hydrocarbons into the
aquatic environment occurs additionally due to river
flow. It is determined that the components of oil undergo
transformations under the influence of physical, chemical

ature, salt and wind regimes characteristic of the Caspian,
these reactions are based on photo-oxidation processes.
Nevertheless, biodegradation plays an important role. Ana-
lyzed models of spreading oil film, allowing to determine
and predict contaminated areas. The main ways of xenobi-
otic influence on hydrobionts are considered.

According to the results of the assessment of the techno-
genic load on the natural environment of the Caspian Sea,
zones of high, moderate and low levels of environmental

and biological processes. Under the conditions of temper-  risk were identified (Figure 7).
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AHaJli3 TEXHOT€HHOI0 HABAHTAKEeHHHA Bi)l Ha(l)TO-Fal%OBO'l.

npomucoBocti Ha Kacnilicbkuii perion
sy J1. 1., Ta66acosa C. M.!, AGneesa L. FO. ', Mamyrosa A.*

' Cymchbkuit neprkaBHuil yHiBepcuTert, By PuMcbkoro-Kopcaxosa, 40007, m. Cymu, Vipaina;
Kazaxcpkuii HanioHabHUN yHIBepcuTeT iM. Ab-Dapabi,
npoct. Ane-®apabi, 71, 050040, m. AnmmaTn, Pecrybmnika Kazaxcran

AnoTtauisi. [Ipobrema iHTeHcHBHOTO 3a0pyznHeHHs Kacmilicbkoro Mopsi MpOAOBXKYe 3alUIIATHACS OJHIEI0 3
HafBaXUIMBIIIUX 1 Haiicepio3Himmx mis perioHy. OcoONMBEe 3aHETIOKOEHHS BHUKIMKAE MiABUIICHHS pPIBHA
3a0pyaHeHHS Ha()TOBUMH BYTJIEBOAHSAMH y30epexoks Kacmilicekoro mops. Mera maHOi CTaTTi MONSTae B OIIHII
cTymeHs 3a0bpyaHeHHs mnpubepexkHol 30HM Kacmito HaQTOBMMH BYIJIEBOIHSMH. ABTOPCBHKA ifes IOJSrae y
3a0e3neyeHHI KOMIUIEKCHOTO aHali3y eKOAECTPYKTUBHHX (haKTOpiB Hpolecy HapTOBOrO BHIOOYTKY Ha IPHPOJIHI
KOMIUIEKCH, 30KpeMa BIUIUBY XiMIYHOTO 3a0pyAHEHHS HaTOBMMH BYTJICBOAHSIMHU BOIHOTO OaceiHy Ha MicleBi
rizpo6ionTn. Y poOOTI BHUKOPHCTaHI METOIU MaTEeMAaTHYHOTO MOJENIOBAHHA MOLIMPEHHS HAa()TOBUX IUIIBOK Ha
MOBEPXHI BOIH, CIIPSIMOBAHI HA MPOTHO3YBAHHS 00JACT] BIUIMBY, & TAKOK METOAN TOKCUKOJOTTYHHUX JOCIHIIKEHD Ta
OIIIHIOBAaHHS B3a€MO3B’S3KY «J103a — eekT». Beranosneno, mo Boau Kacmifickkoro Mopsi, ToB’si3aHi 3 BUTOOYTKOM
HadTH, € palioOHaMU I JBUIIEHOTO €KOJOTIYHOTO PU3UKY. Y BHIIAJKaX, KOJU KOHIEHTPALsl BYTJIEBOIHIB IEPEBHUIILYE
1 mr/m, i3ionoriyHi 3MiHU CIIOCTEPIraroThCs Y OUIBIIOCTI JOMIHYIOUMX IPYI TiIpoOioHTIB. 30HU MiIBHIEHOTO PiBHS
PU3MKY Ul MOPCBHKHX E€KOCHCTEM, CHPHYMHEHI PO3BHTKOM Ta30BOi Ta Ha(TOBOI IMPOMHCIOBOCTI, NMOB’si3aHi 3
MBHIYHOIO Ta MiBAEHHO-3aXiHOI0 YacThHaMu Kacmiiicbkoro mopsi. Ha mincTaBi mpoBeieHHX AOCTIIKEHb O/IeprKaHi
pe3yabpTaTH, HeoOXiqHi 1 pO3pOOIICHHS TIPOrpaM 3a0e3MeUeHHS €KOJIOTIHHOT Oe3MeKH TOCTiPKYBaHOTO PET10HY.

KiwouoBi ciaoBa: rHadTOoBe 3a0pynHEHHs, BHAOOYTOK HAapTH HAa MOPCHKOMY MIenb(i, TiIpoOiOHTH, €KONOTiYHUI
pusuk, BuTOKHM, Kacmilicbkuii perioH, HadTOBa IUTIBKa, OLIHIOBAaHHSA pHU3MKIB, Oiogerpanaris, MaTeMaTHYHE
MO/ICITIOBaHHS.
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