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Abstract. Force modeling in metal cutting is important for various purposes, including thermal analysis, tool life 
estimation, chatter prediction, and tool condition monitoring. Numerous approaches have been proposed to model 
metal cutting forces with various degrees of success. In addition to the effect of work piece materials, cutting parame-
ters, and process configurations, cutting tool thermal properties can also contribute to the level of cutting forces. The 
process of orthogonal metal cutting is studied with the finite element method under plane strain conditions. A numer-
ical procedure has been developed for simulating orthogonal metal cutting using a general-purpose finite element 
method. The focus of the results presented in this work is on the effect of forces on the tool by variation of cutting pa-
rameters. The result is simulated with the analytical value for evolution of effective force for cutting material under 
various cutting condition. 

Keywords: AISI 1020 steel, shaping, analytical model, finite element model, orthogonal cutting. 

1 Introduction 

Being the fundamental model for all cutting processes, 
modelling of the orthogonal cutting has been one of the 
most important problems for machining researchers for 
decades. Understanding the true mechanics and dynamics 
of the orthogonal cutting process would result in solution 
of major problems in machining such as parameter selec-
tion, accurate predictions of forces, stresses, and tempera-
ture distributions. In order to optimize machining pro-
cesses three-dimensional models are indispensable that 
are capable to simulate three-dimensional chip flow using 
one cutting edge. 

2 Literature Review 

Both analytical and numerical methods have been used 
in the literature to model orthogonal cutting processes. 
The first successful mathematical attempt for understand-
ing of the mechanics of orthogonal cutting is made by 
Merchant [1]. He studied the continuous type chips and 
formulated the deformation zone, i.e. the shear plane that 
is responsible for the formation of the chip by force equi-
librium and the minimum energy principle. Although his 
work has several important assumptions, it is still widely 
used to understand the basics of the cutting process. Later, 

many researchers [2–7] worked on the modeling of 
the orthogonal cutting. After some deceleration in the 
research on cutting process mechanics due to the 
developments in CNC and CAD/CAM technologies, 
the process research regained some momentum in 
recent years. Many predictive models have been pro-
posed by means of analytical, semi-analytical or 
completely numerical methods up to now. Semi-
analytical models, where some of the values are iden-
tified from the cutting tests, usually yield high predic-
tion accuracy, however they may not always provide 
insight about the process [8–10]. In addition, the cut-
ting tests can be time consuming depending on the 
number of variables and their ranges. Some analytical 
models may provide sufficient insight about the pro-
cess and the solution times are usually very short. 
They can be grouped in some categories such as 
Johnson Cook material model [13], the slip-line mod-
els [15–19], and thin and thick shear zone models 
[20–22]. There are also several studies where the 
friction in machining is investigated. However, there 
are still issues in modeling the rake contact zone 
which involves the friction between the tool and the 
work piece due to the complex nature of the chip-tool 
contact. The objective of this study is to propose an 
orthogonal cutting model that integrates the primary 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).a1
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and secondary deformation zones’ effects on the cutting 
process. In modeling of the primary shear zone the study 
of Dudzinski and Molinari [21] is used. The model uses a 
thermo-mechanical constitutive relationship which is 
transformed to a Johnson-Cook type material model in 
this study. The shear plane is modeled having a constant 
thickness. In their later model, they modelled the friction 
on the rake face as a temperature dependent value. How-
ever, they just considered sliding contact conditions 
which may be valid for very high cutting speeds. 

On the other hand, numerical models, such as FEM, 
[11–14] could provide much more detailed information 
about the process, such as temperature and pressure dis-
tribution on the rake face, however their accuracy is ques-
tionable and the solution times can be very long. A three-
dimensional FEM model was developed by Fang and 
Zeng [26] based on coupled thermo-elastic-plastic materi-
al flow. The model utilized a rigid tool and hence unable 
to simulate stresses inside the cutting tool. Cutting forces 
were measured at different inclination angles of the tool. 
The model was however, not validated experimentally. 
Zou et al. [27] made a new Orthogonal cutting model by 
using an upper bound approach. They introduced two new 
variables based on process kinematics that replaces chip 
flow angle and coefficient of friction in the traditional 
scheme. The chip flow angles predicted from the new 
model were found to be comparable with the experimental 
results. In numerical modeling methods, both finite dif-
ference methods (FDM) and finite element methods 
(FEM) have been used to model orthogonal cutting pro-
cesses. An FDM model to predict temperature fields in 
orthogonal cutting was developed by Lazoglu and Islam 
[28]. The proposed a new method based on elliptical 
structural grid generation and the computational expense 
was found to be much less as compared to the conven-
tional FE models. The temperature predictions were found 
to be in good agreement with the experimental data using 
the proposed finite difference method. Li and shih [29] 
developed a 3D finite element model (FEM) using Ad-
vantEdge to simulate orthogonal turning of titanium. The 
model can predict cutting forces, temperature at the tool-
chip interface and chip thickness and the effect of various 
process parameters and cutting geometries can be investi-
gated. In addition to continuous chip formation, serrated 
chips were also modeled. All the results are found to be in 
close agreement with the experimental observations. In 
addition to traditional Lagrangian scheme, Arbitrary La-
grangian Eulerian (ALE) method was also employed by 
researchers to model orthogonal cutting processes. An 
ALE model for orthogonal cutting of AISI 4340 with 
cemented carbide tools was developed by Llanos et al. 
[30]. Chip flow angles and cutting forces were predicted 
with different cutting parameters and tool geometries. 
Overall a good correlation was found with the experi-
mental findings. The outputs of the proposed model are 
the cutting forces, the stress distributions on the rake face. 
Although the model is still under development, the final 
aim of the model is to develop a cutting process model 
which needs minimum amount of calibration tests. The 
friction and material constants can be obtained from or-

thogonal cutting tests. After the calibration, the model 
can be applied for all machining operations using the 
same tool and work piece material. 

This study aims to model orthogonal cutting pro-
cess in shaping operations for AISI 1020 steel. Unlike 
ALE models which are computationally expensive, 
the developed model uses a Lagrangian approach 
technique. The model is able to predict initial chip 
formation, chip growth and steady state chip for-
mation and does not need any prior assumption re-
garding the chip flow. The accuracy of the model is 
verified by comparing depth of cut, feed and radial 
forces with the analytical data. In addition tool per-
formance and surface integrity of the work piece is 
analyzed using stress distribution in the work piece 
and the cutting tool. 

3 Research Methodology 

3.1 Johnson–Cook material model 

The flow stress models that describe the work material 
behaviour as a function of temperature, strain and strain 
rate are considered highly necessary to represent work 
material constitutive behaviour under high-speed cutting 
conditions for work materials. Unfortunately sound theo-
retical models based on atomic level material behaviour 
are far from being materialized as reported by Jaspers and 
Dautzenberg [9]. Therefore, semi empirical constitutive 
models are widely utilized. Among such models, the 
constitutive model proposed by Johnson and Cook [13] 
describes the flow stress of a material with the product of 
strain, strain rate, and temperature effects that are indi-
vidually determined as given in the following equation: 

 

 (1) 

 

In the Johnson-Cook (JC) constitutive model, the pa-
rameter A is the initial yield strength of the material at 
room temperature and a strain rate of 1 s−1 and   repre-
sents the plastic equivalent strain. The equivalent plastic 

strain rate  is normalized with a reference strain rate 

. The temperature term in the JC model reduces the 
flow stress to zero at the melting temperature of the work 
material, Tm leaving the constitutive model with no tem-
perature effect. In general, the constants A, B, C, n, and m 

of the model are fitted to the data obtained by several 
material tests conducted at low strains and strain rates and 
at room temperature as well as the split Hopkinson pres-
sure bar (SHPB) tests at strain rates up to 104 s−1 and at 
temperatures up to 600 °C [8, 9]. 

The JC model provides a good fit for strain-hardening 
behavior of metals and it is numerically robust and can 
easily be used in FEM simulation models [13]. Zerilli and 
Armstrong (ZA) derived an alternative constitutive model 
for metals with a crystal structure distinction by using 
dislocation-mechanics theory [14]. 
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The orthogonal cutting tests results for AISI 1020 are 
adopted from Oxley [6] that are performed for 0.2 % car-
bon steel. The cutting conditions are given in Table 1. The 
flow stress data of SHPB tests adopted from Jasper and 
Dautzenberg [18] is combined with the flow stress deter-
mined under the orthogonal cutting conditions. The con-
stants of the JC material model for work flow stress are 
computed as A = 333, B = 737, C = 0.008, n = 0.15, and 
m = 1.46 for the extended ranges of strain (0.051–1.070), 
strain-rate (1–17 766 s−1) and temperature (20–721 °C). 

Those constants are found in close agreements with 
the ones determined by Jasper and Dautzenberg [9], 
as given in Table 1, indicating the success of the pro-
posed methodology. 

The details of the computed process variables in the 
primary and secondary deformation zones are given in 
Table 2. The parameters of the tool-chip interface friction 
model are also computed by using the methodology pro-
posed in this study as shown in Table 1. 

Table 1 – Material constants for the Johnson-Cook model obtained from SHPB tests [9] 

Material Reference 
Tm,  
°C 

A,  
MPa 

B,  
MPa 

c n M 

AISI 1045 [9] 1 460 553.1 600.8 0.0134 0.234 1.00 
AISI 1020  [9] 1 525 333.0 737.0 0.0080 0.150 1.46 
AL 6082 T-6 [9] 582 428.5 327.7 0.0075 1.008 1.31 
Ti6Al4V [17] 1 630 862.5 331.2 0.0120 0.340 0.80 
Ti6Al4V [16] 1 630 782.7 498.4 0.0280 0.280 1.00 

Table 2 – Orthogonal test mild steel [9] 

V,  
m/min 

t1,  
mm 

t2,  
mm 

TAB,  
s 

Tint,  
s 

Kchip AB


 AB
&

 int
 int&

 
ĲAB,  

N/mm2 
100 0.125 0.4 428 627 223.8 1.07 5 488 1.55 1.50 558.5 
200 0.125 0.3 474 681 128.6 0.87 16 488 1.28 5.35 648.6 
100 0.250 0.6 447 701 214.9 0.87 17 766 1.28 10.70 579.5 
200 0.250 0.7 467 662 193.6 0.97 5 861 1.42 0.98 579.3 
100 0.500 1.1 494 721 206.6 0.82 10 632 1.21 3.18 624.4 
200 0.500 1.2 450 674 211.9 0.78 12 653 1.14 7.70 614.0 
100 1.000 2.3 458 649 192.9 0.82 3 399 1.21 0.79 634.0 
200 1.000 2.4 453 635 191.3 0.73 4 814 1.07 2.37 647.0 

 

3.2 The primary shear zone model 

The plastic deformation is assumed to take place only 
at the shear plane, and with plane strain conditions. Also 
the shear plane is modeled as a thin plane but having a 
thickness of 0.025 mm. Moreover, the shear stress distri-
bution at the outer boundary of the shear plane is assumed 
to be uniform. With the assistance of the equations of 
conversation of momentum and energy, and the constitu-
tive law, Dudzinski and Molinari [21] proposed to solve a 
compatibility condition with an iterative procedure in 
order to calculate the shear stress at the entry of the shear 
plane, Ĳ0. Moreover again from the equations of motion 
for a steady state solution and continuous type chip. The 
shear stress at the exit of the shear plane is calculated as 
presented in works [21, 22]. 

3.3 Oxley’s analysis of machining 

A simplified illustration of the plastic deformation for 
the formation of a continuous chip when machining a 
ductile material is given in Figure 1. There are two de-
formation zones in this simplified model a primary zone 
and a secondary zone. It is commonly recognized that the 
primary plastic deformation takes place in a finite-sized 
shear zone. The work material begins to deform when it 
enters the primary zone from lower boundary CD, and it 
continues to deform as until it passes the upper boundary 
EF. Oxley et al. [6] assumed that the primary zone is a 
parallel-sided shear zone. 

 

Figure 1 – Forces acting on the shear plane and the tool with 
resultant stress distribution on tool rake surface [6] 

There is also a secondary deformation zone adja-
cent to the tool chip interface that is caused by the 
intense contact pressure and frictional force. After 
exiting from the primary deformation zone, some 
material experiences further plastic deformation in the 
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secondary deformation zone. Using the quick-stop meth-
od to experimentally measure the flow field, Oxley [6] 
proposed a slip-line field similar to the one shown in Fig-
ure 1. Initially, Oxley and co-authors assumed that the 
secondary zone is a constant thickness shear zone. In this 
study, we assume that the secondary deformation zone is 
triangular shape and the maximum thickness is propor-
tional to the chip thickness. 

3.4 Numerical experiment finite element 

modelling of shaper tool 

Numerical simulations with FEA were performed us-
ing the ABAQUS FE modeling software Advantage. Fea-
tures to model machining processes in the software in-
clude adaptive remeshing capabilities for resolution of 
multiple length scales; multiple body deformable contact 
for tool–work interface, and transient thermal analysis. 
The material properties model contains deformation hard-
ening, thermal softening and rate sensitivity associated 
with a transient heat conduction analysis for finite defor-
mations. A constant coefficient of friction 0.2 is assumed 
in the simulations. The numerical simulations were per-
formed with the commercial code ABAQUS/Explicit. The 
tool geometry and the cutting conditions are listed in Ta-
ble 1. Two minor differences are: element layer of 2 µm 
in the lagrangian mesh acting as an interface between the 
upper part of the work piece (which will be cut forming 

the chip) and the lower part of the work piece (which 
will be the machined surface) to minimize the losses 
of material due to erosion and allow separation as-
suming a von Mises type yield criterion and an iso-
tropic strain hardening rule for the work piece materi-
al, the yield stress ıy is given by the Johnson-Cook 
equation. 

The tool was assumed to behave as an elastic solid. 
Table 4 shows the detail properties of the work piece. 
Table 5 shows the mechanical parameters and Table 6 
the thermal parameters of both material models. An 
element deletion criterion based on a critical value of 
the equivalent plastic strain was considered in the 
lagrangian mesh for the work piece material. This 
serves to erode the thin layer keeping the material at 
the chip. Previous work showed small influence of 
this criterion in cutting forces and temperature distri-
bution, when critical value ranged from equivalent 
plastic strain 0.5 to 3.5. No distortion was observed in 
the mesh with this criterion. 

An initial temperature of 293 K was fixed for both 
solids. Although friction phenomena produce an in-
tense heating at the tool-chip interface, friction .3 was 
considered as a first approximation to the problem. 
Numerical model was used to analyze influence of 
several parameters in model results (cutting forces 
and chip formation mainly). 

Table 3 – The cutting condition and tool geometry used in Lagrangian approach 

Clearance  
angle 

Rake  
angle 

Velocity,  
m/min 

Depth of cut,  
mm 

Cutting  
environment 

0.5 0.10 100 0.5; 1.0 Dry 

Table 4 – Workpiece properties of 1020 low carbon steel (mild steel) 

Minimum properties Ultimate tensile strength, Psi 87 000 
Yield strength, Psi 72 000 
Elongation 10 % 
Rockwell hardness B89 

Chemical composition Iron (Fe) 99.08–99.53 % 
Manganese (Mn) 0.3–0.6 % 
Carbon (C) 0.18–0.23 % 
Phosphorus (P) 0.04 % max 
Sulphur (S) 0.05 % max 

Table 5 – Mechanical parameters of the workpiece and tool material models 

Material 
ρ,  

kg/m3 
E,  

GPa 
υ A,  

MPa 
B,  

MPa 
n c ε m Β 

WP:AISI1020 mild steel 7 833 210 0.30 333 737 0.15 0.0080 1 1.46 0.9 
Tool: CNMG 120404 (carbide tip) 14 500 450 0.19 896 656 0.50 0.0128 – 0.80 – 

Table 6 – Thermal parameter of the work piece and tool 

Material 
Specific heat,  

J/(kg·K) 
Thermal conductivity,  

W/(m·K) 
WP:AISI1020 mild steel  586 52.0 
Tool: CNMG 120404 (carbide tip) 234 33.5 

 



 

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. A 1–A 10 A 5 

 

4 Results and Discussion 

4.1 Numerical simulation results 

Analytical approach to calculate cutting force, feed 
force and stress generation on the tool and work piece was 
calculated from taking the value from Tables 2–3. The 
analytical calculation was considered for 100 m/s. For this 
velocity the different data were taken from previously 
conducting experiment that is Table 2 [9]. The chip thick-

ness ratio and shear stress generated on the work 
piece were used to calculate shear angle, co-efficient 
of friction and cutting force generated on the work 
piece. Similarly Tables 1–2 used together to find out 
the stress generated on the chip during orthogonal 
cutting operation. The various models like Johnson-
Cook material model, Oxley’s analysis of machining 
were used to find out the cutting force, feed force and 
stress generated in cutting process. 

 

Table 7 – Analytical results 
Depth  
of cut,  
mm 

Clearance  
angle 

Rake  
angle 

Cutting forces and flow stress 

Fs Fc Ft AB
 , MPa 

0.5 
0 

0 195.1 299.8 55.01 

704.7 
10 285.9 382.0 196.63 

5 
0 195.1 299.8 55.01 
10 285.9 382.0 196.63 

1.0 
0 

0 416.1 659.8 175.55 

755.1 
10 483.7 552.4 202.80 

5 
0 416.1 659.8 175.55 
10 483.7 552.4 202.80 

 

In all the above cases depth of cut, clearance angle and 
rake angle are very according to requirement. When depth 
of cut increases cutting force and feed force value all so 
increases.  The result of the cutting force and feed force 
directly depend upon the depth of cut and rake angle. The 
Johnson–Cook material model, primary shear zone model, 
Oxley’s machining model, and analytical model were 
used to find out the result by using analytical equation. 
The clearance angle has no effect on calculating cutting 
forces. Its value remains same for same depth of cut and 
rake angle for whatever the clearance angle. The stress 
generated on tool chip interference remains same for indi-
vidual depth of cut. The clearance and rake angle has no 
effect on the calculation of Stress generation. The result-
ant stress calculation was derived from Johnson–Cook 
material model equation and material parameters. 

Finite element validation of cutting force, feed force 
and stress in machining of the AISI 1020 steel was ad-
dressed in present work. The finite element analysis is 
done by ABAQUS mechanical explicitly software. A 
work piece block was prepared with a dimension of 
(50×4×15) mm3. The material properties assignment was 
given from Johnson-Cook material model. A solid homo-
geneous section was assigned to the model. The proper 
meshing was done over the work piece model to evaluate 
good result. The meshing is here up to 12 000 elements. 
The fix boundary condition was given to the model except 
the cutting zone. The same process maintained for the tool 
also. 

The material properties for the tool were calculated 
from Johnson–Cook material model. Material section and 
meshing was also given to the tool model. In boundary 
condition tool movement direction was given, velocity 
100 m/s was maintained. 

The different depth of cut maintained with different 
rake and clearance angle in this analysis. Detail analysis 
described below with graphical result. 

For depth of cut 0.5 mm, 0° clearance angle and 0° 
rake angle, the maximum cutting force was found as 
365 N at the starting point of the tool in X direction 
and minimum force was 302 N at the end point of the 
tool. The maximum feed force in this analysis was 
105 N at the starting point of the tool in Y direction 
and minimum feed force was 38 N at the end point of 
the tool in the same direction. The maximum stress 
generated in this analysis was 8.5·108 Pa and mini-
mum stress was 6.2·108 Pa. The result of this analysis 
was given in Figures 3–6 in terms of graphical view. 

 

 
Figure 2 – Showing boundary conditions  

of tool and workpiece 
 

For depth of cut 1.0 mm, 0° clearance angle and 
10° rake angle, the maximum cutting force was found 
as 580 N at the starting point of the tool in X direction 
and minimum force was 524 N at the end point of the 
tool. The maximum feed force in this analysis was 
238 N at the starting point of the tool in Y direction 
and minimum feed force was 176 N at the end point 
of the tool in the same direction. The maximum stress 
generated in this analysis was 8.1·108 Pa and mini-
mum stress was 6.8·108 Pa. The result of this analysis 
was given in Figures 7–10 in terms of graphical view. 

The above process of finite element experiment 
was conducted for two different depths of cut 0.5 and 
1.0 mm, two different rake angles 0° and 10° and two 
different clearance angles 0° and 5°. Likewise 8 ex-
periments have been carried out to find out the result. 
The result table is given in Table 8. 
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Figure 3 – Showing tool movement over work piece from start to end point  
for depth of cut 0.5 mm, 0° clearance angle and 0° rake angle 

 

Figure 4 – Showing cutting force generated in X direction for  
depth of cut 0.5mm, 0° clearance angle and 0° rake angle 

 

Figure 5 – Showing feed force generated in Y direction for  
depth of cut 0.5mm, 0° clearance angle and 0° rake angle 

 

Figure 6 – Showing von Mises stress generated along chip flow direction  
for depth of cut 0.5mm, 0° clearance angle and 0° rake angle 



 

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. A 1–A 10 A 7 

 

 

Figure 7 – Showing tool movement over work piece from start to end point  
for depth of cut 1.0 mm, 0° clearance angle and 10° rake angle 

 

Figure 8 – Showing cutting force generated in X direction for  
depth of cut 1.0 mm, 0° clearance angle and 10° rake angle 

 

Figure 9 – Showing feed force generated in Y direction for  
depth of cut 1.0 mm, 0° clearance angle and 10° rake angle 

 

Figure 10 – Showing von Mises stress generated along chip flow direction  
for depth of cut 1.0 mm, 0° clearance angle and 10° rake angle 
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Table 8 – Finite element analysis result 

Depth  
of cut,  
mm 

Clearance  
angle 

Rake  
angle 

Cutting  
force  
Fc, N 

Feed  
force  
Ft, N 

Stress ıAB,  
108 Pa 

max min max min max min 

0.5 
0 

0 365 302 105 38 8.50 6.20 
10 450 382 238 170 8.20 6.50 

5 
0 318 279 85 38 8.40 4.50 
10 423 365 225 175 8.30 4.80 

1.0 
0 

0 691 622 200 152 8.53 6.32 
10 580 524 238 176 8.10 6.80 

5 
0 715 635 239 179 8.32 6.82 
10 614 539 220 175 8.51 4.90 

 

4.2 Comparison of the results 

In this paragraph, a comparison between analytical re-
sults using the model reported in Table 8 and FE simula-
tion presented in Table 9.The detail result was given be-
low. 

In this comparision the analytical rasult and the finite 
element result were not equal in any perticular point. The 
value of cutting force and feed force were maximum at 
the tool point or edge. The value were gradually decreases 
to wards the end point of the tool. 

Stress generation on tool chip interference very 
with in the range of (5.0–8.5)·108 Pa. From the graph 
it was clear that numerical approach (FEM) result for 
cutting force, feed force and stress generated on the 
tool chip interference is more than the analytical 
result. There was a varition of 20–100 N on feed 
force and cutting force by comparision of both the 
process. Stress generated on chip flow direction also 
very from point to point. By taking the maximum 
resultant case on each observation it was found that a 
diifference of (0.5–1.0)·108 Pa between both the 
process. 

Table 9 – Comparisons between analytical result and finite element result 

Depth  
of cut,  
mm 

Clearance  
angle 

Rake  
angle 

Analytical result 
Finite element analysis 

result 
Fc,  
N 

Ft,  
N 

ıAB,  
108 Pa 

Fc1,  
N 

Ft1,  
N 

ıAB1,  
108 Pa 

0.5 
0 

0 299.8 55.01 7.04 365 105 8.50 
10 382.3 196.63 7.04 450 238 8.20 

5 
0 299.8 55.01 7.04 318 85 8.40 
10 382.0 196.63 7.04 423 225 8.30 

1.0 
0 

0 659.8 175.55 7.55 691 208 8.53 
10 552.4 202.80 7.55 580 238 8.10 

5 
0 659.8 175.55 7.55 715 239 8.32 
10 552.4 202.80 7.55 614 220 8.51 

 
Reasons for significant difference in analytical and 

FEM model results: 
1. Material parameters. 
The material properties which are used to calculate 

analytical result for AISI 1020 steel is different from 
Johnson-Cook model material parameters. In FEM 
Johnson-Cook parameters with material properties are 
used to validate the FE experiment. These parameters are 
considered from previous experiment data. These are 
depend upon material flow rate, melting temperatue of 
material, properties of body and working condition. 

2. Adiabatic heating. 
Heat generated in the metal cutting can have a 

significant effect in the difference between the model 
result. The heat generation also directly affect the result of 
cutting forces and stress generation. The heat generation 
mechanism are the plastic work done in the primary and 

secondary shear zone and the sliding friction along 
the tool chip interference. In metal cutting process 
heat generated in the work piece and chip does not 
have sufficient time to diffuse away. Therefore 
temperature rise in work piece and chip is mainly due 
to localized adiabatic heating. Due to this reason also 
there is a significant difference between both the 
models. 

3. Separation criterion. 
This criterion states that chip separation occur 

when the stress along the cutting path reach a critical 
combination at a specified distance in front of the tool 
tip. To implement this criterion in ABAQUS the 
cutting path in work piece is defined by contact 
surface. Paired finite element nodes on the contact 
surface are initially in the perfect bond. When the 
chip separation criterion is met at the specified 
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distance in front of the tool tip, the pair of finite elements 
above and below the contact surface immediately before 
the tool tip will separate thus this process also partially 
affect the difference between the model results. 

4. Friction generation. 
Friction plays a very important role in metal cutting. It 

not only determine the power requirement for removing a 
given volume of metal but also controls the surface 
quality of the finish product and the rate of wear of 
cutting tool. Friction is also difficult to model in the metal 
cutting. In analytical model friction is solely depends 
upon the frictional angle ‘β’ and frictional angle depend 
upon chip thickness ratio. Chip thickness ratio already 
determined from experimental data. For a particular 
cutting, a frictional angle is fixed. So for a particular 
operation a particular result is developed. The friction is 
depend upon the rake angle and clearance angle which are 
used in the operation. So the resultant forces and stress 
generation inanalytical process solely depend upon the 
friction coefficient, rake angle and clearance angle which 
are used in the analytical model equation to find out the 
result. On the other hand in FEM simulation by ABAQUS 
friction is taken as a constant from 0.2–0.9 which is vary 

from material to material. In this case I have used 
frictional constant as 0.3. During material cutting 
operation basically friction changes time to time due 
to material behaviour in cutting zone. Therefore 
frictional constant also affect the cutting forces for 
finding out the result. 

5 Conclusions 

The proposed finite element model can be used quite 
satisfactorily to predict cutting forces, Stresses and chip 
morphology to a reasonable degree of accuracy. 

Rake angle effect in orthogonal cutting can be simulat-
ed using the developed FEM model. 

Depth of cut has the largest effect on the cutting forc-
es, whereas clearance angle has no significance influence 
in cutting process. 

The stress and force field predicted by the FE model 
are in accordance with the experimental findings and 
theoretical knowledge.  

Chip flow can easily be predicted by observing the di-
rect stress contour at the rake face of the tool. 
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2 Тɟɯɧɨɥɨɝɿɱɧɢɣ ɤɨɥɟɞɠ ɿɦ. Ʌ. ɇɚɪɚɹɧɚ, Ɋɚɣɡɟɧ ɪɨɭɞ, 62021, ɦ. Ɇɚɧɞɯ’ɹ ɉɚɪɚɞɟɲ, Іɧɞɿɹ 

Аɧɨɬɚɰіɹ. Ɇɨɞɟɥɸɜɚɧɧɹ ɫɢɥ ɪɿɡɚɧɧɿ ɦɟɬɚɥɭ ɦɚє ɜɚɠɥɢɜɟ ɡɧɚɱɟɧɧɹ ɞɥɹ ɪɿɡɧɢɯ ɰɿɥɟɣ, ɜɤɥɸɱɚɸɱɢ ɬɟɪɦɿɱɧɢɣ 
ɚɧɚɥɿɡ, ɨɰɿɧɤɭ ɪɟɫɭɪɫɭ ɿɧɫɬɪɭɦɟɧɬɭ, ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɪɟɫɭɪɫɭ ɿ ɦɨɧɿɬɨɪɢɧɝ ɫɬɚɧɭ ɿɧɫɬɪɭɦɟɧɬɭ. Зɚɩɪɨɩɨɧɨɜɚɧɨ 
ɱɢɫɥɨɜɿ ɦɟɬɨɞɢ ɦɨɞɟɥɸɜɚɧɧɹ ɫɢɥ ɪɿɡɚɧɧɹ ɦɟɬɚɥɟɜɢɯ ɡɚɝɨɬɨɜɨɤ. Ⱦɨɞɚɬɤɨɜɨ ɜɫɬɚɧɨɜɥɟɧɿ ɩɚɪɚɦɟɬɪɢ ɩɪɨɰɟɫɭ 
ɪɿɡɚɧɧɹ ɞɟɬɚɥɟɣ, ɳɨ ɨɛɪɨɛɥɹɸɬьɫɹ, ɬɟɩɥɨɜɿ ɜɥɚɫɬɢɜɨɫɬɿ ɪɿɡɚɥьɧɨɝɨ ɿɧɫɬɪɭɦɟɧɬɭ. ɉɪɨɰɟɫ ɨɪɬɨɝɨɧɚɥьɧɨɝɨ 
ɪɿɡɚɧɧɹ ɦɟɬɚɥɭ ɞɨɫɥɿɞɠɭєɬьɫɹ ɦɟɬɨɞɨɦ ɫɤɿɧɱɟɧɧɢɯ ɟɥɟɦɟɧɬɿɜ ɡɚ ɭɦɨɜ ɩɥɨɫɤɨʀ ɞɟɮɨɪɦɚɰɿʀ. Ɋɨɡɪɨɛɥɟɧɚ ɱɢɫɥɨɜɚ 
ɩɪɨɰɟɞɭɪɚ, ɳɨ ɪɟɚɥɿɡɭє ɦɟɬɨɞ ɫɤɿɧɱɟɧɧɢɯ ɟɥɟɦɟɧɬɿɜ ɞɥɹ ɦɨɞɟɥɸɜɚɧɧɹ ɨɪɬɨɝɨɧɚɥьɧɨɝɨ ɪɿɡɚɧɧɹ ɫɬɚɥɟɣ 
ɡɚɝɚɥьɧɨɝɨ ɩɪɢɡɧɚɱɟɧɧɹ. Ɉɫɧɨɜɧɚ ɭɜɚɝɚ ɩɪɢɞɿɥɟɧɚ ɪɟɡɭɥьɬɚɬɚɦ ɳɨɞɨ ɜɩɥɢɜɭ ɫɢɥ ɪɿɡɚɧɧɹ ɧɚ ɿɧɫɬɪɭɦɟɧɬ ɩɪɢ 
ɡɦɿɧɿ ɩɚɪɚɦɟɬɪɿɜ ɪɿɡɚɧɧɹ. Ɋɟɡɭɥьɬɚɬɢ ɜɢɡɧɚɱɚɸɬьɫɹ ɹɤ ɚɧɚɥɿɬɢɱɧɨ ɬɚɤ ɿ ɱɢɫɥɨɜɢɦɢ ɦɟɬɨɞɚɦɢ ɞɥɹ ɡɚɞɚɧɨʀ ɫɢɥɢ 
ɪɿɡɚɧɧɹ ɦɚɬɟɪɿɚɥɭ ɡ ɪɿɡɧɢɦɢ ɩɚɪɚɦɟɬɪɚɦɢ ɩɪɨɰɟɫɭ. 

Ʉɥɸɱɨɜі ɫɥɨɜɚ: ɫɬɚɥь AISI 1020, ɮɨɪɦɭɜɚɧɧɹ, ɚɧɚɥɿɬɢɱɧɚ ɦɨɞɟɥь, ɫɤɿɧɱɟɧɧɨɟɥɟɦɟɧɬɧɚ ɦɨɞɟɥь, ɨɪɬɨɝɨɧɚɥьɧɟ 
ɪɿɡɚɧɧɹ. 
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Abstract. In the article the advantages of introduction and reasons of low efficiency of the quality management 

system at the machine-building enterprises are determined. The methods and tools of the quality management system 

are considered. The conducted analysis of publications has made it possible to distinguish areas in which studies are 

carried out on the implementation and effective use of the quality management system at machine-building enterpris-

es. A comparative analysis of two versions of ISO 9001 standards has been performed. A functional scheme of prod-

uct quality management has been developed. The work of domestic and foreign authors on the assessment of the ef-

fectiveness of the quality management system is considered. The proposed method will allow controlling the quality 

of products at all stages of theirs production. The application of this method makes it possible to assess the function-

ing of the processes of the machine-building enterprise to determine the most critical ones in terms of quality, as well 

as can be used to assess both the basic processes of production and the assessment of elements or operations. 

Keywords: quality, quality management system, assessment, efficiency, measuring system. 

1 Introduction 

In the context of the rapid development of the interna-
tional trade, the quality of products becomes an important 
tool for increasing competitiveness. The success of do-
mestic machine-building enterprises (ME) in the external 
and domestic markets depends entirely on how their 
products meet the requirements of customers and interna-
tional standards of ISO 9000 series [1]. 

DSTU ISO 9000:2015 states “a quality-oriented organ-
ization promotes a culture that results in behavior, atti-
tudes, activities and processes that add value by meeting 
the needs and expectations of customers and other rele-
vant stakeholders” [2]. 

Today, there is no doubt, the quality is impossible to 
provide only by the control method. One should pay es-
sential attention to quality management (QM). An effi-
cient QM product makes it possible to avoid various fail-
ures in the work, to detect and eliminate them in a timely 
manner with the least losses for the enterprise. 

Worldwide practice has shown in order to increase the 
company's competitiveness, the application of interna-
tional standards of ISO 9000 series today is a reliable tool 
for building an effective quality management system 
(QMS). It provides an opportunity to objectively evaluate 
the wishes of consumers, turn them into requirements for 
products, establish production opportunities, find weak-

nesses that impede the achievement of the required 
quality, choose the correct corrective and preventive 
actions, assess the level of customers satisfaction and 
other participants in the production, and outline ways 
its development. 

According to the results of the annual survey of the 
International Organization for Standardization [3] 
among the 191 countries which received 
ISO 9001:2008 certificates by 2017, Ukraine ranks 
the 60

th
 place (601 certificates) and ISO 9001:2015 – 

57
th

 place (702 certificates). Among the CIS coun-
tries, Ukraine ranks the third place yielding only to 
Belarus and Russia. 

Domestic enterprises are actively implementing 
QMS, however, as surveys of employees show, about 
60–80 % of QMS are ineffective. The reasons for this 
are the formal approach to their creation (not for the 
sake of quality, but for the sake of the certificate, 
confirmation of its existence), the inattention of the 
enterprise managers to such a system, the low qualifi-
cation of the enterprises personnel in the field of qual-
ity management, the attempts to solve new tasks by 
trials and errors, by the forces of service quality only 
and so on [4]. 

Thus, increasing the efficiency of QM products, 
and therefore ensuring the competitiveness of MEs in 
both domestic and foreign markets, can be attributed 
to the today priorities. 



 

 

B 2 MANUFACTURING ENGINEERING: Technical Regulations and Metrological Support 

 

2 Literature Review 

Many publications have been devoted to the question 

of QM products. Significant contribution to the develop-

ment of the theoretical and methodological recommenda-

tions made both overseas and domestic scientists. Among 

them, one can note the researches of E. Deming, J. Juran, 

F. Crosby, K. Ishikawa, A. Feigenbaum, G. Taguchi, 

J. Harrington, V. Shapiro, M. Shapoval, R. Bychkivsky. 

But despite the significant contribution to the theory of 

QM, the practical aspects of the formation of an effective 

QMS, taking into account the specifics of the Ukrainian 

MEs, still remain insufficiently researched.  

The purpose of this paper is to summarize the experi-

ence with product quality management, to analyze the 

existing methods of assessing the effectiveness of the 

QMS, to identify insufficiently researched issues and to 

formulate prospects for further work in this direction. 

3 Research Methodology 

The continuous improvement of the quality and com-

petitiveness of products have caused the rapid develop-

ment of the systems, methods and tools of the QMS. 

An invaluable contribution to the development of QM 

has been made by American scientists E. Deming and J. 

Juran. The well-known Deming cycle PDCA, used in 

quality systems, is the Deming chain reaction, which indi-

cates the linkage of product quality with the company's 

core performance indicators, the 14 principles of Deming, 

which underlie the successful work of QM [5, 6]. 

In the guidelines for small and medium-sized enter-

prises of the International Organization for Standardiza-

tion [7] and several other sources [4, 8–10] it was stated 

seven simple tools for quality control were developed by 

K. Ishikawa, known as “father of quality control circles”. 

Japanese experience has shown 95 % of problems in the 

workshop can be solved by using seven simple means of 

quality control: process flow charts; check sheets; graphs; 

Pareto analysis; cause and effect diagrams; scatter dia-

grams; control charts. They are intended to analyze quan-

titative data on quality and allow relatively simple, but at 

the same time scientifically grounded methods to solve 

95 % problems of analysis and QM in the various fields. 

However, when new products create, not all facts have 

a numerical nature. There are factors that are subject only 

to verbal descriptions. Accounting for these factors is 

about 5 % of quality problems. These problems arise 

mainly in the management of processes, systems, teams, 

and when solving them, along with statistical methods, it 

is necessary to use the results of operational analysis, 

optimization theory, psychology, etc. Therefore, a power-

ful and useful set of tools was developed, which made it 

possible to ease the task of QM when analyzing these 

factors, which are called seven new quality control tools. 

They are systematized and generalized by S. Mizuno [7]: 

affinity diagram; communication diagram; tree diagram; 

matrix diagram; arrows chart; diagram of the program 

implementation process; matrix of priorities. 

Proven by time, they are increasingly applied to 

domestic MEs. However, the results of their applica-

tion do not always coincide with the expectations of 

managers. Therefore, a lot of attention is paid to the 

problems of implementation and effective use of 

QMS at Ukrainian enterprises. 

The analysis of publications made it possible to se-

lect the directions in which the research is conducted. 

For example, Dryzyuk V. and Fedak O. [4] deter-

mined the advantages of QMS implementation and 

analyzed the reasons for their ineffective implementa-

tion at domestic enterprises. Problems, ways of over-

coming them and the prospects for the implementa-

tion of QMS are considered by Dolgaleva O. V., Or-

lov P. A., and Boychuk N. Ya. [8–10]. Rudenko L. 

studied the international experience in QM and pro-

spects of its use at Ukrainian enterprises. Dragno-

va N. I. in her work considered the directions of the 

development of QMS and analyzed their advantages 

and disadvantages. Chekmasova I. A. and Marchen-

ko T. B. offer a methodology for the implementation 

of QMS in the enterprise [11–12]. 

A considerable experience in the field of QM theo-

ry and the concept of building an integrated QMS has 

been accumulated. The importance of their imple-

mentation at the ME is reflected in works by Val-

yavsky S. M., Momota O. I., Filipova S. V., et al. 

[13–15]. 

The results of scientific research in the field of QM 

from the point of view of the process approach are 

presented in the works of Podvyshennoy N. V., Ku-

bishin N. S., Klavdienko N. V., et al. consider QMS 

as an element of innovative enterprise development 

[16, 17]. 

Shvets V. Ya., and Ivanova M. I. provide practical 

guidance on the formation of an effective integrated 

QMS. They propose the creation of a special structur-

al subdivision at the enterprise, which will ensure the 

continuing suitability, adequacy and effectiveness of 

QMS products [18].  

During the research, a comparative analysis of two 

versions of the standards the previous ISO 9001:2008 

and the new ISO 9001:2015 was performed. It 

showed the new version contains a number of signifi-

cant changes. More attention is paid to the principles 

of process approach, leadership, employee involve-

ment and risk-oriented thinking. In our opinion, the 

main objective of the change in the standard is the 

need to focus on process management, which will 

provide insight and continuous satisfaction of re-

quirements, achievement of efficient functioning of 

processes; improving processes based on the evalua-

tion of data and information [2]. 

The author's vision of the structure of the QMS, 

which takes into account the whole life cycle of prod-

ucts, the PDCA cycle, principles, meets the require-

ments of ISO 9001:2015, are presented in Figure 1. 
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Figure 1 – Functional scheme of product quality management 

According to [2, 19], the QMS is based on the seven 

principles of QM. One of the principles is to improve: 

successful organizations are constantly improving. 

ISO 9001 standards state one of the main tools for im-

proving the organization's performance in the field of 

quality is the assessment of the effectiveness of the exist-

ing QMS. “It is important for the organization to regularly 

monitor and assess both the implementation of the plan 

and the effectiveness of the QMS”. Another principle of 

QM involves making decisions based on factual data. 

Solutions which are based on the analysis and evaluation 

of data and information likely give the desired results [2, 

19]. 

Thus, the assessment of the effectiveness of the QMS 

is an important but rather difficult task. On the one hand, 

there is an obvious need to receive an actual confirmation 

that the implemented QMS is really functioning and en-

sures the achievement of the goals of the organization. On 

the other hand, the effectiveness of processes is constantly 

affected by a large number of heterogeneous factors, the 

consideration and accounting of which is a major prob-

lem, which critically complicates the task of assessing the 

effectiveness of the QMS in general and the effectiveness 

of its individual processes in particular. 

However, the standards [1, 2] do not propose a mecha-

nism for a comprehensive assessment of the effectiveness. 

Therefore, issues related to the problem of adequate and 

objective evaluations, as well as further analysis of the 

effectiveness of the QMS, become a problem of both 

theoretical and practical significance. 

The analysis of existing methods for assessing the ef-

fectiveness and efficiency of QMS showed there are a 

large number of methods described in the scientific litera-

ture and those applied in practice by domestic and foreign 

enterprises. For example, the methods of balancing the 

system of indicators and self-assessment of key ele-

ments of the QMS are widely used according to the 

recommendations of the standard ISO 9004:2009, the 

Malcolm Boldridge Grant Rating Scale, the method 

for determining the perfection based on EFQM crite-

ria, benchmarking (comparative assessment with 

leading companies), etc. 

In works [20, 21] authors have recommended to 

use the system of Norton and Kaplan balanced indica-

tors to assess the effectiveness of the QMS, which 

allows at the same time to take into account the inter-

ests and the degree of satisfaction of all interested 

parties. 

Gorbenko N. A. based on the of the proposed clas-

sification of optimal quality indicators, has developed 

a unified system of dependencies of the evaluation of 

the processes of enterprise QMS, which can be car-

ried out in one of twenty variants, depending on the 

compliance of the individual quality indices with one 

of the four characteristics of the proposed classifica-

tion and the importance of the process in the QMS 

[22]. 

Gunkalo A. V. proposed to prioritize the QMS 

processes during its evaluation (based on quality poli-

cy and goals) to ensure the development of corrective 

and preventive actions and their timely implementa-

tion, according to the degree of significance, taking 

into account available costs, by developing a process 

management model using the system of controlled 

process indicators [23]. 

Authors [24] recommend using two types of rating 

methods for the assessment of QMS. The rating is in 

absolute form and in a comparative form by changing 

the parameters of the work of QMS in time or at indi-

vidual enterprises. Such approaches require an as-
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sessment of a significant number of indicators that may 

change as a result of the implementation or improvement 

of the QMS.  

Chaban O. P. proposed a vector method for assessing 
the products quality and services that takes into account 

the broad set of unit quality indices and, through the 

modules and the quality phase, allows one-to-one numeri-

cal integral estimation to be obtained [25]. 

In work [26] Trish G. N. developed a unified system of 

dependencies of single quality indicators of heterogene-
ous processes with a dimensionless scale of evaluation, 

which allows one to evaluate processes in one of twenty 

variants, depending on the types of the processes quality 

indicators and the importance of the process itself in 

QMS. The algorithm of estimation of dynamic character-

istics of processes quality with the use of criteria of non-
parametric statistics is developed, which allows to obtain 

an estimation of the process quality taking into account 

the time of its functioning. 

Zubretskaya N. A. [27] focused on solving the problem 

of ensuring the reliability of multicriteria assessment and 

prediction of the quality of industrial products at the stag-
es of design, manufacturing and operation using adaptive 
methods and intelligent decision support systems. She 

proposed a conceptual model of the information system of 
multicriteria assessment, forecasting and quality man-
agement of industrial products. 

Morteza R. Z. has developed a toolkit to assess the 
compliance of the standards of management systems 
based on the use of “expert ranking”, followed by “Pareto 
compromise” by choosing a rational solution that allows 
to classify the degree of compliance with the standards 

used to integrate the standards and determine the stand-

ard, the main requirements of which accepted as the basis 
of the integration process.  

In [28] N. V. Tereschenko noted that any newly made 

decision and, accordingly, the change in the number of 
implemented actions is reflected in the dynamics of the 
relevant performance indicators. That is why it is pro-
posed to use the rate of indicatorsʼ growth assigns of the 

ordering indicators. In accordance with these require-
ments, he proposed using the model of index valuation of 
performance (MINOR) to measure the effectiveness of 

the QMS and to determine measures to improve it. The 

offered model allows to reveal critical areas of enterprise 
activity, which directly influence the quality of production 
and competitiveness of the enterprise. 

Ol’khovskaya O. L., Zaika A. A., and Bal’zan M. V. 

[29, 30] suggest the use of an automated evaluation of the 

effectiveness of QMS, based on the method of fuzzy mul-
ticriteria analysis, which involves the use of expert evalu-
ation of project indicators, the accounting of pair compar-
isons instead of quantitative estimates, the consideration 

of varying importance criteria, which is evaluated by 

experts. 
While Kovalev O. I. in his work [31], for the automat-

ing evaluation process, he considers the model of the 
quality of activity and functioning of the enterprise (Eng-
lish activity and functioning, A&F) from the point of view 
of all possible results, which implies observance of the 

efficiency of the logical sequence of “resources – 

direct results – direct and indirect end results”. 

K. Szczepanska and M. Urbaniak indicate that the 

methods for assessing the effectiveness of the QMS 
improvement should be incorporated into a coherent 

measurement system and offer tools that allow organ-

izations to assess the effects of improvements in the 

QMS, such as internal and external audits; risk man-

agement, performance indicators and process effi-

ciency, customer satisfaction assessment, qualitative 
cost analysis; analysis of best practices and self-

esteem [31]. 

R. Ginevicius and V. Petraskevicius on the basis of 

the proposed classification of the process quality 

indicators, created a system of interconnections be-

tween different sizes of individual quality indices and 
their values on an immensely large scale, which, in 

their opinion, allows us to obtain a quantitative as-

sessment of the quality of any process at an enter-

prise, given its importance in the QMS at a certain 

point in time and to analyze the situation during this 

time [33]. 
There is, therefore, a sufficiently large number of 

methods for assessing the effectiveness of the QMS, 

but the vast majority of them are used after the prod-
uct has been manufactured, which makes it possible 
to determine the quantity of the defect and not to 
control it at all stages of the product life cycle. A 
method is needed to assess the impact of various fac-
tors directly on the quality of processes and to obtain 
objective information about their functioning. 

4 Conclusions 

Assessment of the effectiveness of QMS products 
is an important and rather difficult task, as the effec-
tiveness of processes is constantly influenced by a 
large number of various factors, which complicate the 
task of assessing the effectiveness and efficiency of 
QMS. The conducted analysis of publications has 
made it possible to select the areas in which studies 
are conducted on the implementation and effective 
use of the quality management system at the ME and 
to consider the work of domestic and foreign authors 
on the evaluation of the effectiveness of the QMS. It 
is established that for today there is no single method 
for conducting an assessment of the effectiveness of 
the QMS, therefore the issue remains relevant and 
requires further research. 

A method is proposed that will allow controlling 
the quality of products at all stages of its production. 
The application of this method makes it possible to 
assess the functioning of the ME processes to deter-
mine the most critical in terms of quality and can be 
used to assess both the basic processes of production 
and the evaluation of elements and operations. 

In our opinion, the practical use of the proposed 
method allows solving several problems at once: to 
carry out a quick and effective assessment of all MP 
processes; to study in detail the structure of processes 
operating in the enterprise; it is reasonable to choose 
the process for improvement. 
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Аналіз існуючих теорій та концепцій оцінювання  
ефективності управління якістю продукції 

Залога В. О.1, Яшина Т. В.1, Динник О. Д.2 

1 Сумський державний університет, вул. Римського-Корсакова, 2, 40007, м. Суми, Україна;  
2 Конотопський інститут Сумського державного університету, вул. Миру, 24, 41600, м. Конотоп, Україна 

Анотація. У статті визначені переваги впровадження та причини низької ефективності системи 
управління якістю на вітчизняних машинобудівних підприємствах. Розглянуті методи та інструменти 
системи управління якістю. Проведений аналіз публікацій дав змогу виокремити напрямки, в яких ведуться 
дослідження щодо впровадження та ефективного використання системи управління якістю на 
машинобудівних підприємствах. Виконано порівняльний аналіз двох версій стандартів ISO 9001. Розроблена 
функціональна схема управління якістю продукції. Розглянуті роботи вітчизняних і зарубіжних авторів щодо 
оцінювання ефективності систем управління якістю. Запропоновано метод, який дозволить контролювати 
якість продукції на всіх етапах її виготовлення. Застосування цього методу дає можливість здійснити оцінку 
функціонування процесів машинобудівних підприємств для визначення найбільш критичного за рівнем 
якості та може застосовуватись для оцінювання як основних процесів виробництва, так і елементів та 

операцій. 

Ключові слова: якість, система управління якістю, оцінювання, ефективність, вимірювальна система. 
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Abstract. It was studied in the article the possibility of intensification of removal of non-metallic inclusions in a 

teeming ladle during holding without any additional external influences on the metal (argon blowing or electromag-

netic stirring). Increasing the efficiency of removal of non-metallic inclusions is achieved by creating in a teeming la-

dle during tapping a circulation pattern that accelerate the floating of inclusions. The described effect is achieved by 

using a rational shape of the workspace of the teeming ladle, which has been found as a result of “water” modelling. 

To carry out the experiment, the authors have proposed the similarity numbers describing the floating of non-metallic 

inclusions in the ladle during the tapping and for some time after its completion. On the basis of the proposed similar-

ity numbers, an experimental facility and the experimental method were developed. In the course of the experiment, 

the construction of linings of several types was studied. Ladles of the best design provide by 16–19 % faster removal 

of non-metallic inclusions from steel than in ladles of conventional design. The results of the research can be useful 

for mini-plants and enterprises with ladles of small capacity, where the use of argon blowing and electromagnetic 

stirring is technologically and economically unreasonable. 

Keywords: “water” modelling, floating, non-metallic inclusions, damping devices. 

1 Introduction 

It is well known, that non-metallic inclusions (NI) in 

steel are not only concentrators of internal stresses, but 

also under certain conditions can cause corrosion destroy-

ing of steel [1]. The main sources of steel pollution by NI 

at the stage of tapping from BOF into the ladle are fur-

nace slag, fragments of the ladle lining and products of 

deoxidation. 

Usually NI are removed from steel by floating up due 

to the Archimedean force and the convection in liquid 

steel. At the same time for the small NI prevails the influ-

ence of convection, and for large – the Archimedean 

force [2]. Intensification of this process is carried out by 

accelerating upward flow of the melt by means of inert 

gas blowing or electromagnetic stirring. However, the 

application of these measures for teeming ladles of low-

capacity is inappropriate due to the significant thermal 

losses and the risk of getting the slag inclusions from the 

cover slag back into the metal with the injection of argon. 

Electromagnetic stirring requires significant capital ex-

penditures for its implementation. 

Therefore, the only technologically expedient way for 

NI removing from steel is to hold the metal melt in the 

ladle for optimal time. 

2 Literature Review 

Sang-Ik Chung et al. [3] were exploring the removal of 

NI during the processing of steel in ASEA-SKF. By using 

mathematical modeling and statistical analysis of indus-

trial data they have determined that the removal of NI 

with the diameter of 10–100 μm is the most effective 

under the condition of combined stirring of upward in-

duction stirring of 400 A and gas blowing of 5 l/min. 

The similar research has been carried out by Lidong 

Teng [4] on stainless steel. He has determined that during 

Ar injection and simultaneous EMS inclusions with a size 

of more than 5.4 μm after LF-EMS is reduced by 50 % 

compared to that after argon gas stirring ladle station. 

Inclusions with a size of more than 5.4 μm after LF-EMS 

is reduced by more than 70 % compared to that after ar-

gon gas stirring. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).c1
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3 Research Methodology 

3.1 Formularization of similarity numbers 

Based on the results of the preparatory stage [5], the 

authors, using the π-theorem, established that the process 

of NI floating after filling the ladle can be described by 

the Archimedes number (Ar), the modified homochro-

nality number (Hom) and the linear simplex (D): 
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where ρliq, Δρ – respectively the density of the liquid 

and the density difference of the liquid and NMI, kg/m
3
; 

g – acceleration of gravity, m/s
2
; dNI – diameter HB, m; 

νliq – the kinematic viscosity of the liquid, m
2
/s;  

τ – time, s; hliq – the level of liquid in the ladle, m. 

However, calculating the scales of simulation, the au-

thors have encountered the problem of choosing model 

substances that would satisfy the condition: 
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The material that imitates NI must have a spherical 

shape and also not dissolve and not form a conglomera-

tion in water. Polyethylene and stearin good satisfy these 

requirements. However, the linear scale for these materi-

als is 1.8. It means that the model of a ladle must be 1.8 

times larger than the original. Using a smaller linear scale 

requires the application of a liquid with low density 

and/or viscosity instead of water. 

According to Markov [6], in case of too incomparable 

linear parameters in a similarity number, it can be ne-

glected as not essential. Based on this statement and con-

sidering the small value of the linear simplex  

D = 10
–6–10

–3
, authors have put forward the hypothesis of 

self-similarity of the linear simplex D. It means that for 

simulation of the process it is need only to provide the 

value of linear simplex less than particular value. 

3.2 Methodology of “water” modeling 

For experimental confirmation of the hypothesis, an 

experimental facility was assembled and a series of 15 

experiments was carried out. The experimental facility is 

shown in Figure 1. 

The facility consisted of a set of ladle models 1 of dif-

ferent sizes. The necessity of use several models of dif-

ferent sizes is caused by the need to vary the magnitudes 

of the Archimedes number and the linear simplex within 

ranges of their definition independently of each other. 

 

Figure 1 – The scheme of the experimental facility:  

1 – model of the ladle; 2 – electronic scales; 3 – buffer vessel;  

4 – halogen lamp; 5 – video camera 

Before the experiment a charge of the stearin was 

weighed on an electronic scale 2 with an accuracy limit 

of 0.01 g. The weight of the charge is based on the simi-

larity of the volumetric concentration of powder in the 

liquid on the model and the original of 2.88·10
–3

 m
3
/m

3
 

[7]. The weighed powder sample was gently loaded onto 

the bottom of the ladle, after which water was poured 

from the buffer vessel 3. The height of the drain hole 

above the bottom of the ladle model was changed accord-

ing to the linear scale for each experiment. From the bot-

tom, the ladle was illuminated by a 150 W halogen 

lamp 4. The duration of floating was determined from the 

video of the experiments that were taking by the video 

camera 5 in the HD mode. 

According to Markov [6], the self-similarity of a di-

mensionless number can be confirmed in following con-

dition: 
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 (5) 

where πy and πx – respectively the dimensionless func-

tion and its dimensionless argument. 

Condition (5) is observed for lgD < –2 (D < 0.01). 

This means that to fulfil semblance of the floating NI 

during holding steel in the ladle the diameter of the NI 

must be at least 100 times smaller than the level of liquid 

steel in the ladle. 

As a result of following statistical analysis it has been 

determined that the duration of NI floating can be calcu-

lated by using following equation: 

 -0,86-0,51DAr42420Ho m
 (6) 

The results of equation (6) and Stocks equation are dif-

ferent. According Frolov [8] his difference might be 

caused by turbulence during simultaneous floating of 

large group of NI. 

3.3 Effect of lining design on duration of NI 
floating up 

On the next stage of research authors have varied the 
shape of model workspace in order to determine the op-
timal for decreasing of floating duration. The following 
shapes of model’s bottom have been offered (Figure 2). 
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Figure 2 – Types of the shape of model workspace:  

a – common design of the ladle; b – ladle equipped with fillet 

and various damping device; c – ladle equipped with fillet 

Type (a) is common design. Type (c) has fillet be-
tween ladle’s bottom and wall with various rounding 
radius. Type (b) has besides fillet also damping device of 
various design in the place of steel jet impact. Offered 
measures have to provide change of flow pattern in ladle 
in a way to decrease duration of NI floating up. 

The experiments were carried out on the model with 
linear scale 1:10 and using the stearin granules average 
size 750 μm. In condition of these experiments stearin 
granules simulate NI average size 320 μm. 

The experiment on each type of the shape of model 
workspace was carried out three times. So for analysis 
average value of duration of NI floating up were taken. 

4 Results and Discussion 

Considering that a time scale is about 1:3 the results of 

experiment were converted for original teeming ladle of 

60 t capacity. Comparison of average duration of NI 

floating up for each type of the shape of model work-

space is shown on Figure 3. 

 

Figure 3 – Comparison of various types  

of the shape of model workspace 

It is clearly seen that the best results were achieved 

with using damping device in form of hemisphere (“b V”) 

and bowl (“b I”). Model equipped only with fillet has 

shown the worst result (“c”). 

Another important feature is the height of splash after 

impact of metal jet with the bottom of teeming ladle. The 

large splash leads to increase of metal surface that inter-

acts with atmospheric oxygen. This causes to secondary 

oxidation of steel. 

On the Figure 4 it was shown the splash after impact 

of metal jet with the bottom of teeming ladle of type “b” 

design (Figure 2). The largest splashes can be seen at the 

ladles of types “b II, III, IV”. The splashes in these cases 

reached almost to the edge of the ladle. For “b I” types 

the splash was quite small and almost as the same height 

as for the common ladle design. The shape of damping 

device in form of hemisphere (“b V”, Figure 3) has pro-

vided no splash at all, only little turbulences at the fillet 

between ladle’s bottom and wall. 

Thus the “b V” type of the teeming ladle provides both 

most efficient of NI remove from steel and the lowest 

level of secondary oxidation during the tapping. 

 

 
b I b II b III b IV b V 

Figure 4 – Splash after impact of metal jet with the bottom of teeming ladle of various design 

Obviously increase of efficiency of NI removal is a 

consequence of flow pattern which is induced during 

steel tapping. Increase of duration of NI floating up for 

some types of the shape of model workspace can be ex-

plained by creating in liquid dead zones that keep NI 

inside. 
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5 Conclusions 

Authors have proved that to fulfill semblance of the 

floating NI during holding steel in the ladle the diameter 

of the NI must be at least 100 times smaller than the level 

of liquid steel in the ladle. It makes possible to get accu-

rate results in research of NI removal on “water” models. 

By using “water” modeling, authors have found the 

shape of teeming ladle’s workspace that change the flow 

pattern in ladle during the steel taping in a way to de-

crease duration of NI floating up. 

The use of teeming ladle equipped with damping de-

vice in form of hemisphere and bowl provides decrease of 

duration of NI floating up by 16–19 %. 
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ɛɭɞь-ɹɤɨɝɨ ɞɨɞɚɬɤɨɜɨɝɨ ɡɨɜɧɿɲɧьɨɝɨ ɜɩɥɢɜɭ ɧɚ ɦɟɬɚɥ (ɩɪɨɞɭɜɚɧɧɹ ɚɪɝɨɧɨɦ ɚɛɨ ɟɥɟɤɬɪɨɦɚɝɧɿɬɧɟ 
ɩɟɪɟɦɿɲɭɜɚɧɧɹ). ɉɿɞɜɢɳɟɧɧɹ ɟɮɟɤɬɢɜɧɨɫɬɿ ɜɢɞɚɥɟɧɧɹ ɧɟɦɟɬɚɥɟɜɢɯ ɜɤɥɸɱɟɧь ɞɨɫɹɝɚєɬьɫɹ ɡɚ ɪɚɯɭɧɨɤ 
ɫɬɜɨɪɟɧɧɹ ɰɢɪɤɭɥɹɰɿʀ, ɳɨ ɩɪɢɫɤɨɪɸє ɩɥɚɜɚɧɧɹ ɜɤɥɸɱɟɧь. Ɉɩɢɫɚɧɢɣ ɟɮɟɤɬ ɞɨɫɹɝɚєɬьɫɹ ɜɢɤɨɪɢɫɬɚɧɧɹɦ 
ɪɚɰɿɨɧɚɥьɧɨʀ ɮɨɪɦɢ ɪɨɛɨɱɨɝɨ ɩɪɨɫɬɨɪɭ ɤɨɜɲɚ, ɨɬɢɪɢɦɚɧɨʀ ɭ ɪɟɡɭɥьɬɚɬɿ ɦɨɞɟɥɸɜɚɧɧɹ. Ⱦɥɹ ɩɪɨɜɟɞɟɧɧɹ 
ɟɤɫɩɟɪɢɦɟɧɬɚɥьɧɢɯ ɞɨɫɥɿɞɠɟɧь ɚɜɬɨɪɚɦɢ ɡɚɩɪɨɩɨɧɭɜɚɧɿ ɤɪɢɬɟɪɿʀ ɩɨɞɿɛɧɨɫɬɿ, ɳɨ ɨɩɢɫɭɸɬь ɩɥɚɜɭɱɿɫɬь 
ɧɟɦɟɬɚɥɟɜɢɯ ɜɤɥɸɱɟɧь ɭ ɤɨɜɲɿ ɩɿɞ ɱɚɫ ɡɚɥɢɜɚɧɧɹ ɿ ɜɩɪɨɞɨɜɠ ɞɟɹɤɨɝɨ ɱɚɫɭ ɩɿɫɥɹ ɣɨɝɨ ɡɚɜɟɪɲɟɧɧɹ. ɇɚ ɨɫɧɨɜɿ 
ɡɚɩɪɨɩɨɧɨɜɚɧɢɯ ɤɪɢɬɟɪɿʀɜ ɩɨɞɿɛɧɨɫɬɿ ɪɨɡɪɨɛɥɟɧɨ ɜɿɞɩɨɜɿɞɧɢɣ ɟɤɫɩɟɪɢɦɟɧɬɚɥьɧɢɣ ɦɟɬɨɞ. ɉɿɞ ɱɚɫ 
ɟɤɫɩɟɪɢɦɟɧɬɚ ɜɢɜɱɟɧɨ ɤɨɧɫɬɪɭɤɰɿɸ ɞɟɤɿɥьɤɨɯ ɜɢɞɿɜ ɮɭɬɟɪɨɜɨɤ. Ʉɨɜɲɿ ɧɚɣɤɪɚɳɨʀ ɤɨɧɫɬɪɭɤɰɿʀ ɡɚɛɟɡɩɟɱɭɸɬь 
ɧɚ 16–19 % ɲɜɢɞɲɟ ɜɢɥɭɱɟɧɧɹ ɧɟɦɟɬɚɥɟɜɢɯ ɜɤɥɸɱɟɧь ɡɿ ɫɬɚɥɿ, ɧɿɠ ɭ ɤɨɜɲɚɯ ɬɪɚɞɢɰɿɣɧɨʀ ɤɨɧɫɬɪɭɤɰɿʀ. 
Ɋɟɡɭɥьɬɚɬɢ ɞɨɫɥɿɞɠɟɧɧɹ ɦɨɠɭɬь ɛɭɬɢ ɤɨɪɢɫɧɢɦɢ ɧɚ ɦɚɥɢɯ ɩɿɞɩɪɢєɦɫɬɜ, ɳɨ ɜɢɤɨɪɢɫɬɨɜɭɸɬь ɤɨɜɲɿ ɦɚɥɨʀ 
ɩɨɬɭɠɧɨɫɬɿ, ɞɟ ɡɚɫɬɨɫɭɜɚɧɧɹ ɬɟɯɧɨɥɨɝɿɣ ɚɪɝɨɧɧɨɝɨ ɩɪɨɞɭɜɚɧɧɹ ɬɚ ɟɥɟɤɬɪɨɦɚɝɧɿɬɧɨɝɨ ɩɟɪɟɦɿɲɭɜɚɧɧɹ є 
ɟɤɨɧɨɦɿɱɧɨ ɧɟɨɛґɪɭɧɬɨɜɚɧɢɦɢ. 

Ʉɥɸɱɨвɿ ɫɥɨва: ɜɨɞɧɟ ɦɨɞɟɥɸɜɚɧɧɹ, ɩɥɚɜɚɧɧɹ, ɧɟɦɟɬɚɥɟɜɟ ɜɤɥɸɱɟɧɧɹ, ɞɟɦɩɮɟɪɧɢɣ ɩɪɢɫɬɪɿɣ. 
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Abstract. In this work, the Ritz variational method for solving the flexural problem of Kirchhoff–Love plates un-

der transverse distributed load has been presented systematically in matrix form. An illustrative application of the ma-

trix presentation was done for simply supported rectangular Kirchhoff–Love plate under uniformly distributed load. 

The application used a one term Ritz approximating displacement (coordinate, or basis) function. A one term Ritz ap-

proximate solutions obtained for center displacement of square plates showed a difference of 1.9 % from the exact so-

lution for displacement. Solution obtained for the bending moment at the center showed a difference of 7.9 % from 

the exact solution for bending moment. The one term Ritz approximation for the maximum shear force showed a dif-

ference of –10.7 % from the exact solution. The results obtained for a one term Ritz approximation of the displace-

ment shape function was reasonably close for practical purposes. 

Keywords: Ritz variational method, Kirchhoff–Love plate, shape function, total potential energy, principle of mini-

mization. 

1 Introduction 

Plates are three dimensional structures having one 

transverse dimension that is very small in comparison 

with the other (in-plane) dimension. They are usually 

subjected to forces applied perpendicularly to their plane. 

They therefore resist applied load by the development of 

bending moments in two in-plane directions, and a twist-

ing moment. They can also be submitted to forces in the 

plane of the plate. They are thus commonly encountered 

structural forms used in floor slabs, bridge decks, founda-

tions, and naval and aerospace structural panels. 

The mathematical problems of plate analysis belongs 

to the three dimensional theory of elasticity governed by 

the simultaneous satisfaction of the requirements of the 

material stress-strain laws, the kinematic (geometric) 

relations between strain and displacements, the differen-

tial equations of equilibrium and the loading and restraint 

boundary conditions [1–4]. 

However, the full three dimensional theory of elasticity 

problem has often been approximated to two dimensional 

idealizations owing to the disparity in the scale of the 

dimensions, especially in thin plates. The analysis and 

theories of plates have been broadly categorized into two 

using the thickness to breadth ratios, namely thick plate 

theories (analysis) and thin plate theories (analysis). The 

ratio of the maximum deflection to the thickness has 

also been used as criterion in the classification of 

plates as plates with small deflection, and plates with 

large deflection. 

This study uses the Kirchhoff–Love plate theory 

also called the classical thin plate theory. The Kirch-

hoff–Love plate theory, is based on three assumptions 

(Kirchhoff’s hypothesis) which reduce the equations 

of the three dimensional theory of elasticity to two 

dimensions. They are [5–7]: 

1. Cross-sections that are perpendicular to the neu-

tral surface of the plate before bending remain 

straight and normal after bending deformation. 

2. The normal stress in the transverse (thickness) 

direction is so small as to be insignificant, and is ne-

glected. Thus σzz = 0. This simplifies the three dimen-

sional stress-strain relations into a two dimensional 

problem. 

3. The transverse shearing strains γxz and γyz are as-

sumed to be zero. Thus the thickness of the plate does 

not change during flexural deformation. 

Apart from the Kirchhoff–Love plate theory, other 

plate theories commonly used in the literature to ana-

lyse plates are: Mindlin plate theory [8], Reissner 

plate theory [9], Levinson plate theory, shear defor-

mation plate theories, and Reddy’s plate theory. 

http://jes.sumdu.edu.ua/
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Methods used in the analysis of plates are broadly clas-

sified as: analytical (or mathematical) methods, and nu-

merical (or approximate) methods. The analytical meth-

ods, which seek to obtain closed form mathematical solu-

tions to the plate problem at every point in the plate do-

main include: Eigen function expansion methods, integral 

transform methods, separation of variables methods, etc. 

The numerical methods seek to obtain approximate solu-

tions to the plate problem. Some of the numerical meth-

ods are: variational methods [10], finite element methods, 

finite difference methods [11], finite grid methods, resid-

ual methods, and boundary collocation methods. 

The research aim is to present systematically, the Ritz 

variational method for the flexural analysis of simply 

supported Kirchhoff plates under transverse distributed 

load. The objectives include: 

a) to present the flexural problem of Kirchhoff plates 

under transverse distributed load as a variational problem, 

and state the problem in variational form; 

b) to apply the principle of minimization of the total 

potential energy functional for the plate and find the equa-

tions of static equilibrium in equivalent variational form 

as the minimum total potential energy functional. 

c) to find suitable coordinate shape functions for the 

simply supported ends of the plate. 

2 Research Methodology 

The total potential energy functional ɉ of a Kirchhoff 

plate under distributed transverse load is the sum of the 

strain energy and the potential energy of the distributed 

load, and is given by the integral over the plate domain 

R
2
: 

2

2
2 2 2

2 2

2 2
( ) 2(1 )

2
R

D w w w
w qw dxdy

x yx y

                           


 

where w(x, y) – the deflection of the plate middle sur-

face; μ – the Poisson’s ratio of the plate; D – the flexural 

rigidity of the plate; q(x, y) – the intensity of distributed 

transverse load on the plate; 2  – the Laplacian operator 

in the x-y coordinates; R
2
 – the plate domain defined as 0 

≤ x ≤ a, 0 ≤ y ≤ b. 

Let the deflection be approximated in terms of a linear 

combination of n basis (or coordinate or shape) functions 

of the space coordinates that apriori satisfy the end sup-

port conditions thus: 

 

1

( , ) ( , )
n

n i i

i

w x y c x y


   (1) 

 
1 1 2 2( , ) ( , ) ( , ) ... ( , )n n nw x y c x y c x y c x y        (2) 

where ci are the n undetermined parameters of the dis-

placement function φi(x, y) are the coordinate, shape or 

basis functions that are chosen to satisfy the boundary 

conditions at the ends. 

The total potential energy functional can be expressed 

in general as follows: 

 (3) 

where 

 (4) 

 

0 0

( , ) ( , )

a b

ip iq x y x y dxdy     (5) 

The principle of minimization of the total potential 

energy functional leads to the Ritz variational equa-

tion: 

 0
ic





 (6) 

for i = 1, 2, …, n. In matrix form, the Ritz varia-

tional equations become the system of n×n equations 

in ci given by: 

 

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

... 0

... 0

... 0

n n p

n n p

n n nn n np

c c c

c c c

c c c

        

        

        
M

 (7) 

or in matrix form, 

 

111 12 1 1

221 22 2 2

1 2

pn

pn

n n nn n np

c

c

c

     
               
            

L

L

M

L

 (8) 

A rectangular Kirchhoff-Love plate simply supported 
on the edges x = 0, x = a, y = 0, and y = b and carrying 
uniformly distributed transverse load of intensity q was 
considered in this study. A one unknown deflection pa-
rameter assumption was considered as the simplest case 
of representation of the deflection function given in gen-
eral as the equation (2). Thus, 

1 1( , ) ( , )w x y c x y  , 

1 1 1( , ) ( ) ( )w x y c F x G y , where F1(x) and G1(y) are the co-

ordinate shape functions of the plate in the x and y coor-
dinate directions respectively. The displacement and 
loading boundary conditions are: 

1 1( 0) ( ) 0F x F x a     

1 1( 0) ( ) 0G y G y b     

2 2

1 12 2
( 0) ( ) 0F x F x a

x x

 
   

 
 

2 2

1 12 2
( 0) ( ) 0G y G y b

y y

 
   

 
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Suitable coordinate (basis or shape) functions that sat-
isfy the boundary conditions can be obtained using the 
polynomial shape functions as: 

4 3 3
1( ) 2F x x ax a x    

4 3 3
1( ) 2G y y by b y    

The Ritz variational equation then simplifies to 

11 1 1pc   , where 

(9) 

where 
2

2
1 2

( )
( )

d F x
F x

dx
   

1
1 2

( )
( )

dG y
G y

dy
   

2
1

1 2

( )
( )

d G y
G y

dy
   

1 1 1

0 0

( ) ( )

a b

p qF x G y dxdy     

 
By differentiation, 

3 2 3
1( ) 4 6F x x ax a     

2 2
1 ( ) 12 12 12( )F x x ax x ax      

3 2 3
1( ) 4 6G y y by b     

2 2
1 ( ) 12 12 12( )G y y by y by      

 

1 1 1

0 0

( ) ( )

a b

p q F x dx G y dy     

 11 1 2 3 4 5 6 3 4 7 82 2(1 )( )D I I I I I I I I I I        

1 9 10p q I I   

 
where 

 21 1

0

( )

a

I F x dx       22 1

0

( )

b

I G y dy      
3 1 1

0

( ) ( )

a

I F x F x dx   

4 1 1

0

( ) ( )

b

I G y G y dy       25 1

0

( )

a

I F x dx       26 1

0

( )

b

I G y dy   

 27 1

0

( )

a

I F x dx       28 1

0

( )

b

I G y dy      
9 1

0

( )

a

I F x dx   

10 1

0

( )

b

I G y dy   

The integrals are evaluated to yield: 

2 5
1 1

0

24
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5

a

I F x dx a      9
2
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630
I b     7

3
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7
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5
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630
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6

24

5
I b     7

7
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35
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7
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17

35
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9
5

a
I      
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5
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Hence, 
5 9 7 7

9 5
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744 744 578

3150 3150 1225

a b a b
D a b
 

    
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5 5
11

1

25
q a b      

1

q
c F

D
  

1
4 4 2 2744 578

( )
126 49

F b a a b


    
 

 

4 3 3 4 3 3
1( , ) ( 2 )( 2 )

Fq
w x y x ax a x y by b y

D
      

 

Deflection at the centre (x = a/2; y = b/2): 

 
1 4

4 225 744 578
(1 )

256 126 49
c

qa
w

D


      
 

 (10) 

where α = a/b. 

3 Results 

3.1 Square Kirchhoff–Love plates 

For square Kirchhoff-Love plates, a = b, α = 1: 
 

14

11 944.0 Da ;   
10

1
25

p

qa
  ; 

D

qa
c

4

1 0378.0 ;   
D

qa
wc

4

004.0 . 

3.2 Bending moment and shear force 

Using the bending moment-deflection relations and 

the shear deflection relations, the maximum bending 

moments occur at the plate centre, and is given for 

square plates by: 

 20.0517xxM qa . (11) 

The exact solutions obtained by Timoshenko and 

Woinowsky–Krieger [12] is: 

 
max

20.0479xxM qa . (12) 

Similarly, 

 0.420xQ qa . (13) 
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4 Discussion 

The Ritz variational method which is based on the 

principle of minimization of the total potential energy 

functional for a structure has been presented in a system-

atic way for the flexural problem of Kirchhoff–Love 

plates under distributed load. The presentation relied on 

the approximation of the unknown deflection function 

w(x, y) using approximating displacement shape functions 

with unknown displacement parameters, and constructed 

from basis (shape) functions that satisfied apriori the 

boundary conditions of the loading and the deformation. 

This yielded the total potential energy functional given in 

general as equation (3). Application of the extremum 

condition gave the system characteristic equations in ma-

trix form as equation (8). The use of the method was illus-

trated for rectangular Kirchhoff–Love plates with simply 

supported edges using a one term displacement approxi-

mation. For a square thin plate, the centre deflection was 

obtained as equation (10) giving a relative error of 1.9 %. 

The bending moment at the centre was obtained using the 

bending moment-deflection relations as equation (11) 

giving a relative error of 7.9 %. The maximum shear force 

was obtained from the shear force-deflection relation as 

equation (13), giving a relative error of –10.7 %. 

5 Conclusions 

The following conclusions are made from this study. 

1. The Ritz variational method can be presented in sys-

tematic form using matrices in a displacement based pro-

cedure. 

2. The stiffness influence coefficients are determined 

from the shape function by integration. 

3. The unknown displacement parameters of the de-

flection function are evaluated by solving the matrix al-

gebraic equation. 

4. A one unknown parameter choice of the deflection 

function that satisfied the geometric and force boundary 

conditions yielded seasonally accurate prediction of the 

maximum deflection at the center with a relative error of 

1.9 %. This is reasonable considering the ease of compu-

tation offered by the method. 

5. A one parameter choice of the deflection function 

that satisfied the natural and force boundary conditions 

was less accurate in the estimation of the maximum bend-

ing moments and shear force, yielding relative errors of 

7.9 % for maximum bending moment and –10.7 % for the 

shear force. 
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ɋɢɫɬɟɦаɬɢɱɧɟ ɜɢɤɥаɞɟɧɧɹ ɜаɪɿаɰɿɣɧɨɝɨ ɦɟɬɨɞɭ Ɋɿɬɰа ɞɥɹ аɧаɥɿɡɭ ɠɨɪɫɬɤɨɫɬɿ  
ɲаɪɧɿɪɧɨ ɨɩɟɪɬɨʀ ɩɪɹɦɨɤɭɬɧɨʀ ɩɥаɫɬɢɧɢ Ʉɿɪɯɝɨɮа–Ʌɹɜа 

Іɤɟ Ч. Ч. 

Ⱦɟɪɠɚɜɧɢɣ ɭɧɿɜɟɪɫɢɬɟɬ ɧɚɭɤɢ ɿ ɬɟɯɧɨɥɨɝɿʀ ɦ. ȿɧɭґɭ , ɉ.M.Б. 01660, ɦ. ȿɧɭґɭ, ɇɿɝɟɪɿɹ 

Аɧɨɬаɰɿɹ. ɍ ɪɨɛɨɬɿ ɭ ɦɚɬɪɢɱɧɿɣ ɮɨɪɦɿ ɩɪɟɞɫɬɚɜɥɟɧɢɣ ɭɡɚɝɚɥьɧɟɧɢɣ ɫɩɨɫɿɛ ɡɚɫɬɨɫɭɜɚɧɧɹ ɜɚɪɿɚɰɿɣɧɨɝɨ 
ɦɟɬɨɞɚ Ɋɿɬɰɚ ɞɥɹ ɪɨɡɜ’ɹɡɚɧɧɹ ɡɚɞɚɱɿ ɩɪɨ ɜɢɝɢɧ ɧɚɜɚɧɬɚɠɟɧɨʀ ɩɥɚɫɬɢɧɢ Ʉɿɪɯɝɨɮɚ-Ʌɹɜɚ. ɇɚɜɟɞɟɧɨ ɩɪɢɤɥɚɞɢ 

ɡɚɫɬɨɫɭɜɚɧɧɹ ɲɚɪɧɿɪɧɨ ɨɩɟɪɬɨʀ ɩɪɹɦɨɤɭɬɧɨʀ ɩɥɚɫɬɢɧɢ ɩɿɞ ɪɿɜɧɨɦɿɪɧɨ ɪɨɡɩɨɞɿɥɟɧɢɦ ɧɚɜɚɧɬɚɠɟɧɧɹɦ, 
ɜɢɤɨɪɢɫɬɨɜɭɸɱɢ ɮɭɧɤɰɿʀ ɮɨɪɦɢ ɭ ɛɚɡɢɫɿ ɩɪɹɦɨɤɭɬɧɨʀ ɫɢɫɬɟɦɢ ɤɨɨɪɞɢɧɚɬ. Ɉɞɢɧ ɡ ɩɪɢɤɥɚɞɿɜ ɧɚɛɥɢɠɟɧɨɝɨ 
ɪɨɡɜ’ɹɡɤɭ ɡɚ ɦɟɬɨɞɨɦ Ɋɿɬɰɚ ɨɬɪɢɦɚɧɨ ɞɥɹ ɩɟɪɟɦɿɳɟɧɧɹ ɰɟɧɬɪɚ ɤɜɚɞɪɚɬɧɨʀ ɩɥɚɫɬɢɧɢ ɩɥɢɬ. ɉɪɢ ɰьɨɦɭ, ɜɿɞɧɨɫɧɚ 
ɩɨɯɢɛɤɚ ɜɿɞɧɨɫɧɨ ɬɨɱɧɨɝɨ ɡɧɚɱɟɧɧɹ ɫɤɥɚɞɚє 1,9 %. Ɉɬɪɢɦɚɧɟ ɡɧɚɱɟɧɧɹ ɞɥɹ ɡɝɢɧɚɥьɧɨɝɨ ɦɨɦɟɧɬɭ ɭ ɰɟɧɬɪɿ 
ɩɥɚɫɬɢɧɢ ɜɿɞɪɿɡɧɹєɬьɫɹ ɜɿɞ ɿɫɧɭɸɱɨɝɨ ɬɨɱɧɨɝɨ ɪɿɲɟɧɧɹ ɧɚ 7,9 %. Зɧɚɱɟɧɧɹ ɩɟɪɟɪɿɡɭɜɚɥьɧɨɝɨ ɡɭɫɢɥɥɹ ɞɚє 
ɩɨɯɢɛɤɭ  
–10,7 %. Ɍɚɤɢɦ ɱɢɧɨɦ, ɨɞɟɪɠɚɧɿ ɪɟɡɭɥьɬɚɬɢ ɞɥɹ ɚɩɪɨɤɫɢɦɚɰɿʀ ɮɭɧɤɰɿʀ ɮɨɪɦɢ ɿɡ ɩɨɞɚɥьɲɢɦ ɡɚɫɬɨɫɭɜɚɧɧɹɦ 
ɦɟɬɨɞɭ Ɋɿɬɰɚ, є ɞɨɫɬɚɬɧьɨ ɛɥɢɡьɤɢɦɢ ɞɥɹ ɩɪɚɤɬɢɱɧɢɯ ɰɿɥɟɣ. 

Ʉɥɸɱɨɜɿ ɫɥɨɜа: ɜɚɪɿɚɰɿɣɧɢɣ ɦɟɬɨɞ Ɋɿɬɰɚ, ɩɥɚɫɬɢɧɚ Ʉɿɪɯɝɨɮɚ-Ʌɹɜɚ, ɮɭɧɤɰɿɹ ɮɨɪɦɢ, ɡɚɝɚɥьɧɚ ɩɨɬɟɧɰɿɚɥьɧɚ 
ɟɧɟɪɝɿɹ, ɩɪɢɧɰɢɩ ɦɿɧɿɦɿɡɚɰɿʀ. 
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Abstract. This article dials with the refinement of the mathematical and computational models of the oxidizer tur-

bopump rotor considering bearing gaps, axial preloading, compliance of the housing parts and the effect of rotation. 

The loading scheme consists of four substeps is proposed considering preliminary displacement of the outer cage, ax-

ial displacement as a result of the support deformation due to the axial preloading force, radial displacement due to 

the support deformation, as well as centrifugal forces of inertia caused by rotation of the rotor with an inner cage. 

Modelling of contacts interactions using ANSYS software is carried out according to the appropriate models of con-

tact behaviour. The contact areas between the rolling elements, inner and outer cases are obtained. The contact angle 

is determined. Isosurfaces of axial and radial displacements for the bearing supports are built. Nonlinear stiffness of 

bearing supports is determined as the tangent of the angle of inclination for the curve “radial load – radial displace-

ment”. The proposed approach, which used for designing turbopump units for liquid rocket engines, will allow  

refining the reliable mathematical and computational models of rotor dynamics for turbopump units and providing 

appropriate computer simulation of forced oscillations of the rotor systems for given permissible residual imbalances 

considering nonlinear stiffness characteristics of bearing supports. 

Keywords: compliance of housing, initial clearance, axial preloading, radial load, contact angle, radial stiffness, axial 

stiffness. 

1 Introduction 

The creation of reliable models of rotary systems is an 
urgent problem that allows designing high-power rotary 
machines including turbopump units of liquid rocket 
engines. The process of modelling should be based on the 
existing experience in designing of reliable equipment the 
requirements for which are permanently increased. 

Based on the experience of the Faculty of Technical 
Systems and Energy Efficient Technologies (Sumy State 
University, Ukraine) in mathematical modelling of rotary 
systems, and the Faculty of Mechanical Engineering 
(University of West Bohemia, Czech Republic) in provid-
ing numerical simulations, as well as the Faculty of Man-
ufacturing Technologies with a seat in Prešov (Technical 
University of Košice, Slovakia) in carrying out experi-
mental research, this paper is devoted to refine the com-
putational model of rotor dynamics for turbopump units 

and further computer simulation of forced oscillations of 
the rotor systems for given permissible residual imbal-
ances considering the nonlinear stiffness of bearing sup-
ports. 

The proposed clarifications are related to effect of ro-
tation on deformation of moving parts of bearings, com-
pliance of the housing, as well as gaps and axial preload-
ing of the bearing supports. 

The clarification of the stiffness parameters of the 
bearing supports is carried out by a combination of 2D 
and 3D finite element models using up-to-date computa-
tional means. 

The proposed approach will allow refining the reliable 
mathematical and computational models of rotor  
dynamics for turbopump units and providing computer 
appropriate simulation of forced oscillations of the rotor 
systems for given permissible residual imbalances con-
sidering nonlinear stiffness characteristics of bearing 
supports. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).d2
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2 Literature Review 

The problem of identification of the nonlinear bearing 
stiffness is highlighted in recent research works. Particu-
larly, the paper [1] dials with the investigation of  
nonlinear reactions in rotors’ bearing supports of tur-
bopump units for liquid rocket engines. However, this 
work does not consider the impact of initial bearing gap 
and axial preloading. 

The problem of dynamics and diagnostics of vertical 
rotors with nonlinear supports stiffness is solved in the 
doctoral thesis [2]. 

Clarifications considering the impact of gap seals with 
floating rings are presented in monograph [3]. Addition-
ally, it is shown that the presence of gaps in the bearing 
supports reduces the bearing stiffness. However, gap 
seals with floating ring, axial preloading and rotation of 
the rotor cause an increasing dependence of the bearing 
stiffness on the rotor speed. Consequently, the critical 
frequencies of the rotor increase. 

A review of investigations of nonlinear dynamic on 

bearings with rolling element is presented in the research 

work [4]. 
The calculation of forced oscillations under the system 

of imbalances (direct synchronous precession) performed 
using the computer program [5] considers the dependenc-
es of the bearing stiffness on the rotor speed and impact 
of the gyroscopic moments of inertia of bushing parts. 

Paper [6] is aimed at theoretical and experimental 

study of spindle ball bearing nonlinear stiffness. 
General scientific and methodological approach for the 

identification of mathematical models of mechanical 
systems using artificial neural networks is delivered in 
paper [7]. 

Nonlinear dynamic response for the system “cylindri-

cal roller bearing – rotor system” is presented in the  

paper [8]. The proposed mathematical model with 9 de-

grees of freedom allows considering combined localized 

defect at inner–outer races of bearings. 
The need to consider clarified mathematical model of 

rotor dynamics for investigation of critical frequencies 
considering stiffness of bearings and seals is justified in 
the work [9] on the example of on examples of the cen-
trifugal compressor’s rotor. 

The influence of bearing stiffness on the nonlinear dy-

namics of a shaft-final drive system is presented in the 

research paper [10]. 

3 Research Methodology 

The connection of shafts of the turbopump unit causes 

a weak dynamic interaction between them. In this case, 

the partial critical frequencies of separate rotors do not 

differ much from the corresponding frequencies, obtained 

as a result of calculations for the entire rotor. This fact is 

confirmed by the calculations presented in the work [2]. 

Therefore, the oxidizer turbopump and fuel pump rotor 

systems should also be considered as the separate dynam-

ic systems. The design scheme of the oxidizer turbopump 

rotor is presented in Figure 1. 

The ANSYS software with the modules “Static Struc-

tural” and “Transient Structural” is used for determining 

the bearing stiffness considering initial gaps, axial pre-

loading, rotation effect and compliance of the housing. 

The basic design schemes for loading bearing supports 

are presented in Figure 2. 

 

 

 

Figure 1 – Design scheme of the oxidizer turbopump rotor 
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a b 

Figure 2 – Design scheme of the bearing supports 45-216 (a) and 45-276214 (b)

The loading scheme consists of four substeps: 

1. Preliminary displacement of the outer cage (for the 

bearing support 45-216) and the shaft (for the bearing 

support 45-276214) towards the application of axial pre-

loading force. Axial displacement x0 is determined due to 

the maximum radial gap h0 = 0.095 mm [11]. 

2. Determination of the axial displacement x as a result 

of the support deformation due to the axial preloading 

force Т = 4,5 kN [11]. Investigation of forced oscillations 

of the rotor on ball bearings. 

3. Numerical calculation of the radial displacement y 

of the shaft axis as a result of the support deformation due 

to the radial force R = 10 kN. 

4. Considering centrifugal forces of inertia caused by 

rotation of the rotor with an inner cage of the bearing 

support. 

Modelling of contacts by using ANSYS software is 

carried out according to Table 1. 

 

Table 1 – Models of contact interaction  

between the mating surfaces 

Mating surfaces Contact model 

Shaft Inner cage “bonded” 

Inner cage Rolling elements 

“frictional” Rolling elements Outer cage 

Outer cage Housing 

 

The contact areas between the rolling elements and 

cases are shown in Figure 3. The loading schemes accog-

ding to substeps 2–4 of bearing loading are presented on 

Figures 4–6. 

Isosurfaces of axial and radial displacements for the 

bearing supports are presented on Figures 7–8. 

  
a b 
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c d 

Figure 3 – Contact areas between the rolling bodies, inner (a, c) and outer (b, d) cages  

for the bearin supports 45-216 (a, b) and 45-276214 (c, d) 

a b 

Figure 4 – Deformations of the bearing supports 45-216 (a) and 45-276214 (b) as a result of axial preloading 

a b 

Figure 5 – Deformations of the bearing supports 45-216 (a) and 45-276214 (b) as a result of axial preloading and radial force 
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a b 

Figure 6 – Deformations of the bearing supports 45-216 (a) and 45-276214 (b)  

as a result of axial preloading, radial force and rotation of the rotor 

a b 

Figure 7 – Isosurfaces of axial displacements for the bearing supports 45-216 (a) and 45-276214 (b) 

ɚ ɛ 

Figure 8 – Isosurfaces of radial displacements for the bearing supports 45-216 (a) and 45-276214 (b) 

4 Results 

The results of numerical simulation are summarized in 

Table 2. 

The stiffness c of the bearing support is determined 

due to the following formula: 

 ,/ yRc   (1) 

where R – radial force; y – radial displacement. 

As a result of numerical simulation (the determination 

of radial displacements of the rotor axis under the discrete 

values of the radial force), the approximated curves “ra-

dial load – radial displacement” are defined (Figure 9). 

Analytical expressions describing the dependence “ra-

dial load – radial displacement” determined as a result of 

approximation of the experimental data are summarized 

in Table 3. 
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Table 2 – The results of numerical simulation 

Bearing 

Displacement, μm 

h0 x0 x 
Rotor speed, 10

3
 rad/s 

0 1.1 2.0 2.2 

45-216 95 620 80 51 50 48 47 

45-276214 95 620 100 40 40 39 39 

 

  
a b 

Figure 9 – Dependence “radial force – radial displacement” for the bearing supports 45-216 (a) and 45-276214 (b) 

Table 3 – Analytical dependences “radial load – radial displacement” 

Bearing support 45-216 45-276214 

Radial displacement y, μm 5 100 150 5 100 200 

Radial force R, kN 0.9 1.95 30 1 22 45 

Approximated curve (R, N; y, m) R(y) = 1.94·108·y + 4.0·1010·y2 R(y) = 2.12·108·y + 6.7·1010·y2 

Nonlinear radial stiffness (c, N/m; y, m; R, N) 
c(y) = 1.94·108 + 8.0·1010·y c(y) = 2.12·108 + 1.34·1011·y 

c(R) = 1.94·108·(1 + 4.2·10–6R)0.5 c(R) = 2.12·108·(1 + 6.0·10–6R)0.5 

 
The linear radial stiffness of the support is defined as 

the tangent of the initial angle of inclination of the curve 
“radial load – radial displacement” (Figures 9, dash line): 

 .

0

0 











y

R
c  (2) 

 
Taking into account the expressions given in Table 2, 

the values of the bearing stiffness c0 of the supports  
45-216 and 45-276214 are equal 1.94·10

8
 N/m and 

2.12·10
8
 N/m respectively. Exceeding the bearing stiff-

ness of the support 45-276214 in comparison with the 
bearing support 45-216 is explained by the relatively 
large number of rolling bodies. 

Similar values of the bearing stiffness, determined 
without the rotor speed for the supports 45-216 and  
45-276214 are equal 1.88·10

8
 N/m and 2.10·10

8
 N/m 

respectively. 
For further designing the mathematical models of free 

and forced oscillations of the rotor systems for tur-
bopump unit considering the impact of the rotor speed on 
bearing stiffness, the following analytical dependence is 
proposed: 

   .2

0   cc  (3) 

In this case, the estimation of the coefficient α is car-
ried out by the linear regression formula [1]: 
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




k

k

k

kk cc




  (4) 

where ck – bearing stiffness, determined as a result of 
the numerical simulation for the rotor speed ωk (Table 2); 
k – number of the experimental point. 

As a result, values of the coefficient α are obtained 
(Table 4), as well as the approximated curves are built 
(Figure 10). 

The obtained data allows determining the depen- 
dence of the bearing stiffness on the radial force  
(Figure 11). 

Table 5 and Figures 12–13 contain the data pre-
senting the axial stiffness of the bearing supports. 
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Table 4 – Parameters of the nonlinear bearing stiffness 

Bearing support 
Parameter 

с0, N/m α, N·s
2
/m 

45-216 1.88 1.223 

45-276214 2.10 0.408 

 

  

Figure 10 – Dependence of the bearing stiffness  

on the rotor speed 

Figure 11 – Dependence of the bearing stiffness  

on the radial force 

 
a 

 
b 

 
a 

 
b 

Figure 12 – Dependence “radial load – radial displacement”  

for the bearing supports 45-216 (a) and 45-276214 (b) 

Figure 13 – Dependence “axial load – axial displacement”  

for the bearing supports 45-216 (a) and 45-276214 (b) 
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Thus, the proposed comprehensive approach is  

approved on the example of the oxidizer turbopump’s 

rotor for the liquid rocket engine that will allow refining 

the reliable mathematical and computational models of 

rotor dynamics for turbopump units and providing appro-

priate computer simulation of forced oscillations of the 

rotor systems for given permissible residual imbalances 

considering nonlinear stiffness characteristics of bearing 

supports. 

5 Conclusions 

As a result of numerical simulation (the determination 

of radial displacements of the rotor axis under the discrete 

values of the radial force), the approximated curves  

“radial load – radial displacement” are defined. Analyti-

cal expressions describing the mentioned dependence are 

determined as a result of approximation of the experi-

mental data. 

The results of more precisive calculations of rotor dy-

namics for the turbopump considering bearing gaps, axial 

preloading, rotor speed and compliance of the housing 

parts will allow clarifying the detuning from the reso-

nance. 

Further research will be aimed at obtaining spectrums 

of critical frequencies and related mode shapes for the 

rotor systems in abovementioned bearing supports, as 

well as at the detailed analysis of forced oscillations of 

the turbopump rotor for the nonlinear stiffness of the 

bearing supports considering radial gaps, initial clear-

ance, axial preloading, maximum rotor speed and compli-

ance of the housing for the system of residual imbalances, 

which led to the maximum values of centrifugal forces. 
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ɨɤɢɫɥɸɜɚɱɚ ɡ ɭɪɚɯɭɜɚɧɧɹɦ ɡɚɡɨɪɿɜ ɭ ɩɿɞɲɢɩɧɢɤɚɯ, ɩɨɩɟɪɟɞɧьɨɝɨ ɨɫьɨɜɨɝɨ ɧɚɜɚɧɬɚɠɟɧɧɹ, ɩɨɞɚɬɥɢɜɨɫɬɿ 
ɤɨɪɩɭɫɧɢɯ ɟɥɟɦɟɧɬɿɜ ɬɚ ɜɩɥɢɜɭ ɨɛɟɪɬɚɧɧɹ ɜɚɥɚ. Зɚɩɪɨɩɨɧɨɜɚɧɚ ɫɯɟɦɚ ɧɚɜɚɧɬɚɠɟɧɧɹ ɫɤɥɚɞɚєɬьɫɹ ɡ ɱɨɬɢɪьɨɯ 
ɲɚɝɿɜ ɡ ɭɪɚɯɭɜɚɧɧɹɦ ɩɨɩɟɪɟɞɧьɨɝɨ ɡɦɿɳɟɧɧɹ ɡɨɜɧɿɲɧьɨʀ ɨɛɨɣɦɢ, ɨɫьɨɜɨɝɨ ɡɦɿɳɟɧɧɹ ɭ ɪɟɡɭɥьɬɚɬɿ 
ɩɟɪɟɦɿɳɟɧɧɹ ɨɩɨɪɢ ɜɧɚɫɥɿɞɨɤ ɩɨɩɟɪɟɞɧьɨɝɨ ɨɫьɨɜɨɝɨ ɧɚɜɚɧɬɚɠɟɧɧɹ, ɪɚɞɿɚɥьɧɨɝɨ ɩɟɪɟɦɿɳɟɧɧɹ ɜɧɚɫɥɿɞɨɤ 
ɞɟɮɨɪɦɚɰɿʀ ɩɿɞɲɢɩɧɢɤɨɜɨʀ ɨɩɨɪɢ, ɚ ɬɚɤɨɠ ɜɿɞɰɟɧɬɪɨɜɢɯ ɫɢɥ ɿɧɟɪɰɿʀ, ɜɢɤɥɢɤɚɧɢɯ ɨɛɟɪɬɚɧɧɹɦ ɪɨɬɨɪɚ ɪɚɡɨɦ ɿɡ 
ɜɧɭɬɪɿɲɧьɨɸ ɨɛɨɣɦɨɸ. Ɇɨɞɟɥɸɜɚɧɧɹ ɤɨɧɬɚɤɬɧɨʀ ɜɡɚєɦɨɞɿʀ ɡ ɜɢɤɨɪɢɫɬɚɧɧɹɦ ɩɪɨɝɪɚɦɧɨɝɨ ɡɚɛɟɡɩɟɱɟɧɧɹ 
ANSYS ɡɞɿɣɫɧɸєɬьɫɹ ɜɿɞɩɨɜɿɞɧɨ ɞɨ ɞɨɫɬɨɜɿɪɧɢɯ ɦɨɞɟɥɟɣ. ȼɫɬɚɧɨɜɥɟɧɿ ɡɨɧɢ ɤɨɧɬɚɤɬɭ ɦɿɠ ɬɿɥɚɦɢ ɤɨɱɟɧɧɹ ɿ 
ɜɧɭɬɪɿɲɧьɨɸ ɬɚ ɡɨɜɧɿɲɧьɨɸ ɨɛɨɣɦɚɦɢ, ɚ ɬɚɤɨɠ ɜɢɡɧɚɱɟɧɢɣ ɤɭɬ ɤɨɧɬɚɤɬɭ. ɉɨɛɭɞɨɜɚɧɨ ɿɡɨɩɨɜɟɪɯɧɿ ɨɫьɨɜɢɯ ɬɚ 
ɪɚɞɿɚɥьɧɢɯ ɩɟɪɟɦɿɳɟɧь ɩɿɞɲɢɩɧɢɤɨɜɢɯ ɨɩɨɪ. ɇɟɥɿɧɿɣɧɚ ɠɨɪɫɬɤɿɫɬь ɨɩɨɪ ɜɢɡɧɚɱɚєɬьɫɹ ɹɤ ɬɚɧɝɟɧɫ ɤɭɬɚ 
ɞɨɬɢɱɧɨʀ ɞɨ ɤɪɢɜɨʀ, ɳɨ ɨɩɢɫɭє ɡɚɥɟɠɧɿɫɬь «ɪɚɞɿɚɥьɧɟ ɧɚɜɚɧɬɚɠɟɧɧɹ – ɪɚɞɿɚɥьɧɟ ɡɦɿɳɟɧɧɹ». Зɚɩɪɨɩɨɧɨɜɚɧɢɣ 
ɩɿɞɯɿɞ, ɹɤɢɣ ɜɢɤɨɪɢɫɬɨɜɭєɬьɫɹ ɞɥɹ ɩɪɨɟɤɬɭɜɚɧɧɹ ɬɭɪɛɨɧɚɫɨɫɧɢɯ ɚɝɪɟɝɚɬɿɜ ɪɿɞɢɧɧɢɯ ɪɚɤɟɬɧɢɯ ɞɜɢɝɭɧɿɜ, 
ɞɨɡɜɨɥɢɬь ɭɬɨɱɧɢɬɢ ɞɨɫɬɨɜɿɪɧɿ ɦɚɬɟɦɚɬɢɱɧɿ ɬɚ ɨɛɱɢɫɥɸɜɚɥьɧɿ ɦɨɞɟɥɿ ɞɢɧɚɦɿɤɢ ɪɨɬɨɪɚ ɿ ɡɚɛɟɡɩɟɱɢɬɢ ɹɤɿɫɧɟ 
ɦɨɞɟɥɸɜɚɧɧɹ ɜɢɦɭɲɟɧɢɯ ɤɨɥɢɜɚɧь ɪɨɬɨɪɧɢɯ ɫɢɫɬɟɦ ɞɥɹ ɡɚɞɚɧɨʀ ɫɢɫɬɟɦɢ ɞɨɩɭɫɬɢɦɢɯ ɡɚɥɢɲɤɨɜɢɯ 

ɞɢɫɛɚɥɚɧɫɿɜ ɡ ɭɪɚɯɭɜɚɧɧɹɦ ɧɟɥɿɧɿɣɧɢɯ ɯɚɪɚɤɬɟɪɢɫɬɢɤ ɠɨɪɫɬɤɨɫɬɿ ɩɿɞɲɢɩɧɢɤɨɜɢɯ ɨɩɨɪ. 

Ʉɥɸɱɨɜɿ ɫɥɨɜɚ: ɩɨɞɚɬɥɢɜɿɫɬь ɤɨɪɩɭɫɚ, ɩɨɱɚɬɤɨɜɢɣ ɡɚɡɨɪ, ɩɨɩɟɪɟɞɧє ɨɫьɨɜɟ ɧɚɜɚɧɬɚɠɟɧɧɹ, ɪɚɞɿɚɥьɧɟ 
ɧɚɜɚɧɬɚɠɟɧɧɹ, ɤɭɬ ɤɨɧɬɚɤɬɭ, ɪɚɞɿɚɥьɧɚ ɠɨɪɫɬɤɿɫɬь, ɨɫьɨɜɚ ɠɨɪɫɬɤɿɫɬь. 
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Abstract. The tie rod end is one of the most elementary parts of a steering mechanism, which has direct and cru-

cial importance in terms of driving safety. The tie rod end is used to ensure that the wheels are aligned. It provides the 

adjustment for the wheel to align and keeps the tires free from wearing out on the inner as well as outer edges. Hence 

the functioning of the tie rod is crucial for steering as well as suspension performance of the vehicle. Today’s world is 

competitive. Market demands the advanced technology at a lower price. This reflects in making the technology 

cheaper. Hence every industry determined for the cost-effective product at a lower price and within minimum period 

for ‘time to market. This puts a lot of pressure on engineers to consistently strive to design the more effective prod-

ucts at the lower price. The work is focused on the functioning of the tie rod. Generally, tractor connecting tie rod 

gets failed due to the overload applications. This paper focuses on modifying the old tie rod design and material. Fi-

nally, analysis the load causes of existing and modified design using ANSYS software. This modelling approach, the 

stress variations and deformation characteristics of each component are investigated for high operational loading 

conditions. 

Keywords: thru-hole, clamp structure, front axle, ANSYS, deformation. 

1 Introduction 

Tie rod ends support (Figure 1) thru the steering of a 

vehicle and variety it possible to capture a tire. These 

devices occur in pairs on each tire. This sanctions for 

cornering and angling of the tire minus affecting too 

much torque on the trundlenopestaple how deep the sei-

zure [1]. Tie-rod is certain as driving adherent for slant-

ing the panel (along with panel mounting frame) from 

horizontal to vertical position and vice versa. In principal, 

tie-rod will have essential coupler with nail rods on sides, 

one through left hand thread and another through right 

hand thread [2]. The coupler has identical threads to put 

up these eased tie rods [3]. On spinning the coupler is 

turned, together the rods will spread or withdraw based 

on the trend of rotation of coupler. The ends of the rods 

are moreover eye or fork expiration type [3, 4]. 

Further research will be aimed at research the adjusta-

ble front axle with adjustable tie rod (Figure 1). 

This origination relays to a tractor and more specifical-

ly to unregulating front axle for a row crop farm tractor. 

In farm tractors of the row produce type it is crucial to 

afford for widening and narrowing the stamp of the ambi-

tion wheels where a three wheel tractor is fretful [5]. A 

four wheel rumpus crop tractor requires that both front 

and rear wheels be adjustable squarely, in directive to 

travel between the plants in the rows [6]. The peak com-

mon scheme of varying the width of the wheel tread on 

ruckus crop tractors currently is to dispose the wheels 

hubs and tire rims in such routine that by reversing the 

wheels in relative to the hubs the stamp may be amplified 

or narrowed [7]. While the development above described 

may perform to be artlessearnings of amending the stride 

of the wheels of the tractor, however such amending 

mechanism fills a long desired want of stingily and easily 

altering the width of the tread of façade wheels of row 

crop tractors [8]. 

 

 

Figure 1 – Adjustable tie rod 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).d3
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2 Research Methodology 

2.1 EN8 carbon steel material 

EN8 is typically abounding organic but can be sup-

plied to edict in the stabilized or finally heat salted (ap-

peased and tempered to “Q” or “R” properties for off-

putting ruling subdivisions up to 63 mm), which is ample 

for a widespread range of applications. EN8 is suitable 

for the assembly of quantities such as general-tenacity 

axles and shafts, gears, bolts and studs [6, 9]. It can be 

auxiliary hardboiled typically to 50–55 HRC by initiation 

processes, producing modules with enriched wear re-

sistance. For such tenders the use of EN8D (080A42) is 

prudent. EN8 in its heat frozen rehearses possesses virtu-

ous homogenous metallurgical structures, philanthropic 

unfailing machining properties [9]. Virtuous heat treat-

ment grades on segments grander than 63 mm may still 

be attainable, but it should be illustrious that a fall-off in 

mechanical properties would be superficialpotential the 

epicentre of the bar [10, 11]. Table 1 gives mechanical 

properties of material. 

Table 1 – Material Properties 

Material Yield strength, N/mm
2
 

EN8 465 

EN8D 443 

EN5D 451 

EN5C 438 
 

When compared to mechanical property and cost EN8 

is the best one for design the product and economical one 

[12]. 

2.2 Existing thru-hole design parts 

The previous research papers are useful for deciding 

the analysis strategy. There were numerous conference 

papers, reference manuals, book by Robert cook Con-

cepts and applications of FEA will be helpful for the 

project. From some of the research work it is being ob-

served that the existing thru hole design model. 

The existing geometrical model is created as a solid 

works 2016 software and analysis in ANSYS Work-

bench, The geometrical model constitutes of the socket 

(Figure 2), radial ball joint (Figure 3), tube (Figure 4) and 

axle ball joint (Figure 5). 

While neglecting the parts that are thought as negligi-

ble in the analysis. Figure 6 shows that existing tie rod 

design using solid works software. 

2.3 Problem identification 

In the existing design nut and bolt joints are used to 

connect the socket and tube, so it can’t withstand more 

compressive load and tensile load. It leads to bend which 

causes breakage in the tie rod. Also, the thru-hole design 

is applicable to load only below 2 000 kg and when the 

load increases the tie rod bends. So it cannot withstand 

more than 2 500 kg tensile load and compressive load. 

 

Figure 2 – Socket 

 

Figure 3 – Radial ball joint 

 

Figure 4 – Tube 

 

Figure 5 – Axle ball joint 

 

Figure 6 – Existing tie rod design 

2.4 Designs of tie rods 

2.4.1 Proposed new design 
The tie rod is continuously under random loading there 

can be more chances of developing the cracks at the criti-
cal areas and chances of failure. Also the manufacturing 
process of this existing design is critical and time con-
suming. Hence it is necessary to make the design simple 
and cost effective such that it gives overall effectiveness 
in terms of weight, cost, load carrying capacity and easy 
of manufacturing process. The main task in this study is 
to find the critical buckling load for the existing design. 
Observe the deformation and stresses induced in the Tie 
rod. Set up the benchmark for the proposed design. 

Figure 7 shows proposed new connecting tie rod de-
sign, thru-hole clamped design used to connect the tube 
and socket. Because of groove and clamp withstands 
more compressive and tensile load compare to exiting 
design. 
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Figure 7 – Proposed new design 

2.4.2 Existing model tie rod analysis 

The existing tie rod model has carried out static analy-

sis using EN8 carbon steel material,while applied the load 

upto 2 000 kg in exiting model, it’s can’t shows any de-

formation. Figures 8–9 show that thru-hole design appli-

cable only below 2 000 kg load. 

 
 

 

Figure 8 – Compressive load 

 

Figure 9 – Tensile load 

Increasing the tensile compression loads up to 

2 500 kg, existing model tie rod getting failure and its 

goes to deformation. Figures 10–11 show failure action 

of tie rod during 2 500 kg load. 

 

 

Figure 10 – During tensile load 

 

Figure 11 – During compressive load 

 

2.4.2 Sample groove design with hollow construction 

(Existing Design) 

When compared to thru hole this groove design with-

stands more load during compression load. From the 

Figure 12, groove design with hollow construction cannot 

withstand more than 2 500 kg of compressive load. So, 

this designs also not suitable for the tie rod. 
 

 

Figure 12 – Compressive load test for hollow groove design 

2.5 Proposed new design analysis 

2.5.1 Sample solid groove design 

The solid groove design has analysis using EN8 car-

bon steel in Figures 13–14. Hence, Solid groove design 

withstands more loads when compared to both hollow 

groove and thru-hole design. It cannot withstand up to 

3 500 kg of compressive load and tensile load. So this the 

suitable design for the adjustable tie rod. 
 

 

Figure 13 – Compressive load test on solid groove design 

 

Figure 14 – Tensile load test solid groove design 
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2.5.2 Tensile and compression load analyses  

of adjustable tie rod 

Below Figures 15–16 show the thru hole design failed 

to withstand the 3000kg tensile load, but grooved design 

can withstands more load when compared to thru hole 

design in tie rod. 
 

 

Figure 15 – Thru hole design 

 

Figure 16 – Clamped design 

2.6 Comparison of analysis result 

Tables 2–3 show static analysis results for existing and 

proposed new design using EN8 Carbon steel. 

Table 2 – Socket with through hole 

Load, kgf Max stress, N/mm
2
 FOS 

2 500 365 0.77 

3 000 438 0.64 

4 000 583 0.48 

Table 3 – Socket with groove 

Load, kgf Max stress, N/mm
2
 FOS 

2 500 151.7 1.85 

3 000 182.4 1.54 

4 000 243.2 1.15 
 

From the results, maximum stress has acted on the 

through hole design, and proposed design has less defor-

mation is obtained compare to exiting tie road model. Tie 

rods are merely subjected with more compressive forces. 

From the above analysis shows that proposed design has 

more damping capacity and can withstand more compres-

sive forces. This is due to because of carbon flake distri-

bution in the material. Carbon flake distribution is better 

in EN8 carbon steel. 

2.7 Buckling of thin cylindrical shells subject 

to axial loads 

Clarifications of Donnell’s eight order differential 

equation provides the innumerable buckling approaches 

of a thin cylinder underneath compression. But this anal-

ysis, which is in harmony with the slight refraction theory 

bounces much sophisticated morals than shown from 

tryouts [13]. So it is habitual to find the precarious buck-

ling load for countless erections which are cylindrical in 

silhouette from pre-existing design cambers where peri-

lous buckling load FCR is intrigued along side the ratio 

R/t, where R is the radius and t is the thickness of the 

cylinder for innumerable values of L/R, where L is the 

length of the cylinder. If cut-outs are modern in the cylin-

der, life-threatening buckling loads as well as pre-

buckling slants will be exaggerated [14–15]. 

 

 

Figure 17 – Buckling load test on adjustable connecting tie rod 

Examination of this formula reveals the following in-

teresting facts with regard to the load-bearing ability of 

slender columns. 

Bending load in both ends hinged is given by the fol-

lowing Euler’s formula: 

 ,
2

2

L

EI
BL


  (1) 

where E – Young’s modulus; L – length of the tie rod; 

I – moment of inertia: 

 
 

.
64

44
dD

I





 (2) 

E. g., for inner diameter d = 22.5 mm and outer diame-

ter D = 30 mm, moment of inertia I = 2.72·10
4
 mm

4
. 

Figure 18 shows that bending load calculation for pro-

posed design, it is enough for the rod to withstand com-

pressive and tensile load. When compared to previous 

design clamped design having more bending loads capac-

ity. Previous design bending load is 25.9 kN. This design 

bending load is 31.6 kN. So, this design is good when 

compared to existing design. 

 

 

Figure 18 – Failure of struts or columns 
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3 Results and Discussion 

Tie rod plays an important role in the steering system 

and should be carefully selected. EN8 Carbon Steel mate-

rial selected for this design. Existing and proposed model 

has done in solid works software in the form of a multi-

body system, after that solid structure was produced 

where all interconnected essentials supposed to be per-

fectly inflexible, and in absolute stage of taxing finite 

element analysis was executed consuming ANSYS soft-

ware package. From the accessible results we can arrange 

that the dissemination of deformation and stress do not 

overdo the yield strength value and that there are neither 

indemnities nor failure of Tie rod. The load 2 000 kg has 

applied in exiting model, it’s can’t shows any defor-

mation. While increasing the load up to 2 500 kg, thru-

hole design getting bend because it cannot withstand the 

over load, so that thru hole design model has applicable 

only below 2 000 kg load. The maximum load of 4 000 

kgf has acting on thru hole and groove design mod-

el.since, the thru hole design results shows stress has act 

583.3 N/mm
2
, Factor of safety is 0.48, and Groove design 

model results show that stress has act 243.2 N/mm
2
 and 

Factor of safety is 1.15. Thru-hole design bending load is 

25.9 kN and clamp design bending load is 31.6 kN. 

4 Conclusions 

In this study, existing thru-hole design model has mod-

ified toclamp groove design with EN8 carbon steel mate-

rial. From the static analysis results shows deformation of 

the proposed tie rod model is lower than existing tie rod, 

the critical buckling load of proposed tie rod is more than 

existing tie rod in buckling analysis. From the presented 

results we can conclude that deformation and stress do 

not exceed the yield strength value that there are neither 

damages nor failure to new proposed groove design tie 

rod. So the proposed tie rod is suitable for tractor. 
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Ʉɨɧɫɬɪɭɤɰіɹ ɬɚ ɚɧɚɥіɡ ɜɭɡɥіɜ ɡ’єɞɧɭɜɚɥьɧɢɯ ɬɹɝ  
ɞɥɹ ɡɚɫɬɨɫɭɜɚɧɧɹ ɜ ɚɜɬɨɦɨɛіɥɟɛɭɞɭɜɚɧɧі 

Аɪɚɜɿɧɞɚɪɚɠ Е.1, ɇɚɬɪɚɹɧ Ʌ.2, ɋɚɧɬɨɲ Ɇ. ɋ.3, Ʉɭɦɚɪ Ɇ. ɋ.2 

1 Іɧɠɟɧɟɪɧɢɣ ɤɨɥɟɞɠ ɒɪɿ Ɇɚɧɚɤɭɥɚ Вɿɧɚɹɝɚɪ, Ɇɚɧɧɚɞɿɩɟɬ, 605 107, ɦ. ɉɭɞɿɱɟɪɪɿ, Іɧɞɿɹ;  
2 ɍɧɿɜɟɪɫɢɬɟɬ VIT, 600 127, ɦ. ɑɟɧɧɚɣ, Іɧɞɿɹ;  

3 Ɍɟɯɧɨɥɨɝɿɱɧɢɣ ɤɨɥɟɞɠ ɋɟɥɜɚɦ, ɋɚɥɟɦ ɲɥɹɯ, 637 003, ɦ. ɇɚɦɚɤɤɚɥ, Іɧɞɿɹ 

Аɧɨɬɚɰіɹ. Ʉɿɧɰɟɜɚ ɬɹɝɚ є ɨɞɧɿєɸ ɡ ɧɚɣɩɪɨɫɬɿɲɢɯ ɱɚɫɬɢɧ ɪɭɥьɨɜɨɝɨ ɦɟɯɚɧɿɡɦɭ, ɳɨ ɦɚє ɛɟɡɩɨɫɟɪɟɞɧє ɿ 
ɧɚɣɜɚɠɥɢɜɿɲɟ ɡɧɚɱɟɧɧɹ ɡ ɬɨɱɤɢ ɡɨɪɭ ɛɟɡɩɟɤɢ ɪɭɯɭ. Ʉɿɧɰɟɜɢɣ ɲɬɢɮɬ ɜɢɤɨɪɢɫɬɨɜɭєɬьɫɹ ɞɥɹ ɬɨɝɨ, ɳɨɛ ɤɨɥɟɫɚ 
ɛɭɥɢ ɜɢɪɿɜɧɹɧɿ. ɐɟ ɡɚɛɟɡɩɟɱɭє ɪɟɝɭɥɸɜɚɧɧɹ, ɳɨɛ ɤɨɥɟɫɨ ɜɢɪɿɜɧɹɥɨɫь, ɿ ɜɨɧɨ ɧɟ ɡɧɿɦɚєɬьɫɹ ɹɤ ɧɚ ɜɧɭɬɪɿɲɧɿɯ, 
ɬɚɤ ɿ ɧɚ ɡɨɜɧɿɲɧɿɯ ɤɪɚɹɯ. Ɉɬɠɟ, ɮɭɧɤɰɿɨɧɭɜɚɧɧɹ ɝɚɥьɦɿɜɧɨɝɨ ɜɚɠɟɥɹ ɦɚє ɜɢɪɿɲɚɥьɧɟ ɡɧɚɱɟɧɧɹ ɞɥɹ ɤɟɪɭɜɚɧɧɹ, 
ɚ ɬɚɤɨɠ ɞɥɹ ɩɿɞɜɿɫɤɢ ɚɜɬɨɦɨɛɿɥɹ. ɋьɨɝɨɞɧɿɲɧɿɣ ɫɜɿɬ є ɤɨɧɤɭɪɟɧɬɨɫɩɪɨɦɨɠɧɢɦ. Ɋɢɧɨɤ ɜɢɦɚɝɚє ɩɟɪɟɞɨɜɢɯ 
ɬɟɯɧɨɥɨɝɿɣ ɡɚ ɛɿɥьɲ ɧɢɡьɤɨɸ ɰɿɧɨɸ. ɐɟ ɜɿɞɨɛɪɚɠɚєɬьɫɹ ɭ ɜɢɛɨɪɿ ɞɟɲɟɜɲɢɯ ɬɟɯɧɨɥɨɝɿɣ. Ɉɬɠɟ, ɤɨɠɧɚ ɝɚɥɭɡь 
ɜɢɡɧɚɱɚєɬьɫɹ ɞɥɹ ɪɟɧɬɚɛɟɥьɧɨɝɨ ɩɪɨɞɭɤɬɭ ɡɚ ɛɿɥьɲ ɧɢɡьɤɨɸ ɰɿɧɨɸ ɿ ɜ ɦɟɠɚɯ ɦɿɧɿɦɚɥьɧɨɝɨ ɩɟɪɿɨɞɭ ɱɚɫɭ ɧɚ 
ɦɨɦɟɧɬ ɩɪɨɞɚɠɭ. ɐɟ ɫɬɜɨɪɸє ɜɟɥɢɤɢɣ ɬɢɫɤ ɧɚ ɿɧɠɟɧɟɪɿɜ, ɹɤɿ ɩɨɫɬɿɣɧɨ ɩɪɚɝɧɭɬь ɪɨɡɪɨɛɥɹɬɢ ɛɿɥьɲ ɟɮɟɤɬɢɜɧɿ 
ɩɪɨɞɭɤɬɢ ɡɚ ɛɿɥьɲ ɧɢɡьɤɨɸ ɰɿɧɨɸ. Ɋɨɛɨɬɚ ɡɨɫɟɪɟɞɠɟɧɚ ɧɚ ɮɭɧɤɰɿɨɧɭɜɚɧɧɿ ɫɬɹɠɨɤ. ɍɡɚɝɚɥɿ ɿɫɧɭɸɬь ɡ’єɞɧɚɧɧɹ 
ɿɡ ɩɟɪɟɜɚɧɬɚɠɟɧɧɹɦ. ɐɹ ɫɬɚɬɬɹ ɡɨɫɟɪɟɞɠɟɧɚ ɧɚ ɦɨɞɢɮɿɤɚɰɿɸ ɬɪɚɞɢɰɿɣɧɨʀ ɤɨɧɫɬɪɭɤɰɿʀ ɬɹɝɢ. ɇɚɜɟɞɟɧɨ ɚɧɚɥɿɡ 
ɩɪɢɱɢɧ ɡɚɜɚɧɬɚɠɟɧɧɹ ɿɫɧɭɸɱɨʀ ɬɚ ɦɨɞɢɮɿɤɨɜɚɧɨʀ ɤɨɧɫɬɪɭɤɰɿɣ ɡɚ ɞɨɩɨɦɨɝɨɸ ɩɪɨɝɪɚɦɧɨɝɨ ɡɚɛɟɡɩɟɱɟɧɧɹ 
ANSYS. ɐɟɣ ɩɿɞɯɿɞ ґɪɭɧɬɭєɬьɫɹ ɧɚ ɞɨɫɥɿɞɠɟɧɧɿ ɧɚɜɚɧɬɚɠɟɧь ɿ ɞɟɮɨɪɦɚɰɿɣ ɤɨɠɧɨɝɨ ɤɨɦɩɨɧɟɧɬɚ ɞɥɹ ɜɢɫɨɤɢɯ 
ɟɤɫɩɥɭɚɬɚɰɿɣɧɢɯ ɭɦɨɜ ɧɚɜɚɧɬɚɠɟɧɧɹ. 

Ʉɥɸɱɨɜі ɫɥɨɜɚ: ɦɨɧɬɚɠɧɢɣ ɨɬɜɿɪ, ɡɚɬɢɫɤɧɢɣ ɩɪɢɫɬɪɿɣ, ɩɟɪɟɞɧɹ ɜɿɫь, ANSYS, ɞɟɮɨɪɦɚɰɿɹ. 
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Abstract. The prioritization of the causes of engineering system failure posed to be a challenge. Therefore, there 

is a need to develop a tool that will be used to identify critical problems of an engineering system to facilitate deci-

sion making in allocation of available resources in ensuring optimal system performance. In this paper, a rough tech-

nique for order preference by similarity to the ideal solution (Rough-TOPSIS) is proposed, which combines rough set 

theory and TOPSIS for the prioritization exercise in uncertain engineering environment. The technique is exemplified 

with a numerical example and advanced using information from experts. From the result of the analysis, fac-

tors/causes hampering the optimal performance of the engineering system have been revealed in order of importance. 

The proposed approach have comparative advantages over other hybrid methods as it can easily be implemented with 

hand calculation/spreadsheet, without requiring additional tools to evaluate decision criteria weights and aggregate 

experts opinions. 

Keywords: rough set theory, Rough TOPSIS, engineering system, failure causes, decision criteria. 

1 Introduction 

Many developing countries are characterized with in-

effective water transportation system, poor telecommuni-

cation system, poor health care delivery system, ineffec-

tive rail way system and ineffective power generation 

system. These have hampered their economic and social 

growth. The engineering systems failures have been at-

tributed to ineffective maintenance, misappropriation of 

fund among other reasons. The level of impact of the 

different failure causes on engineering system varies. The 

analysis of the various failure causes in the order of im-

portance is therefore imperative. 

However, in the literature, most of the authors have 

been mainly worried with the bane of power generation 

with specific reference to Nigeria. Ohajianya et al. [1] in 

their studies, identified factors such as inept manpower 

and deficient power reform as the causes of epileptic 

electricity supply in Nigeria. Olaoye et al. [2] in a similar 

research work, examined the bases of power crisis in 

Nigeria and recommended the use of renewable energy as 

means of reducing and / or eliminating the crisis. Sambo 

et al. [3] identified elements such as deficiency of fund 

and low involvement of private sector, as the reason for 

energy predicament in their paper. The above papers only 

identified the causes of engineering system failure, with-

out prioritizing them in order of importance. 

Only limited papers are found in existing literature 

with respect to prioritization of the causes of engineering 

system failure but specifically for power generation sys-

tem problems. Emovon and Nwaoha [4] utilised an inte-

grated AHP and MOORA method for ordering the prob-

lems of power generation in Nigeria. Emovon and Samu-

el [5] applied a combination of entropy and Multi-

Attribute utility Theory (MAUT) methods in the ranking 

of alternative solutions to power generation problems. 

Nevertheless, the methods utilized by the above au-

thors have shortcomings, which are addressed in the ap-

proach suggested in this paper, for the prioritization of 

engineering system failure causes. The method proposed 

is the Rough TOPSIS technique, which is an integration 

of the Rough Set Theory and the TOPSIS method. Fur-

thermore, the analysis in this paper is not limited to pow-

er generation system but addresses majority of engineer-

ing system. 

The causes of engineering system failure in most de-

veloping countries are numerous and the resultant effects 

are poor sea transport delivery, low power generation, 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).e1


 

E 2 MECHANICAL ENGINEERING: Computational Mechanics 

 

poor telecommunication and poor health care service 

delivery. Some common causes of the system failure are 

ineffective maintenance, misappropriation of fund, insuf-

ficient fund, insufficient skilled manpower and wrong 

industrial setting location and are described as follows: 

1. Ineffective maintenance (AT1): the engineering sys-

tem is poorly safeguarded and in most scenarios, the sys-

tem is allowed to fail before being fixed. This approach 

has resulted to collapse of engineering system. 

2. Misappropriation of fund (AT2): the meagre fund 

available for engineering system maintenance and expan-

sion are misappropriated by bodies entrusted with the 

management of the systems. 

3. Insufficient funding (AT3): the fund available for 

sustainability of the engineering system in most cases is 

grossly insufficient.  

4. Insufficient skilled manpower (AT4): the skilled 

manpower needed for effective operation and mainte-

nance of engineering system are lacking or inadequate. 

5. Wrong location (AT5): the engineering systems are 

in most scenarios sited in wrong location, and this is gen-

erally due to nepotism and ethnicity. The locations are 

normally far away from energy sources and skilled man-

power which do result to industries incurring extra cost in 

terms of moving materials and human resources to sys-

tem sites. 

The above factors were carefully selected from the 

nine factors, Emovon and Nwaoha [4] identified as the 

problems of power generation in Nigeria. The five factors 

were selected and modified because they affect all engi-

neering system. 

The different engineering system failure causes are 

ranked in this paper with reference to some decision crite-

ria. The decision criteria are listed and described as fol-

lows: 

1. Damages (DC1): the failure of engineering system 

can damage firm image, cause personnel death or injuries 

and product or services delay. The different failure causes 

have vary degree of damaging effect and the one with the 

greatest effect is generally the most critical. 

2. Environmental degradation (DC2): the failure of en-

gineering system can produce reversible and irreversible 

damages to the environment. The engineering system 

failure cause with greater negative effect on the environ-

ment is considered most critical. 

3. Engineering system efficiency (DC3): the failure 

cause that will impact more negatively on the system 

service delivery is considered as most critical failure 

cause. The decision criteria are the modified version of 

Emovon and Nwaoha [4] to make them applicable to all 

engineering system rather than limiting it to power gener-

ation. 

2 Research Methodology 

2.1 Rough set theory 

The approach commonly applied in overcoming 

vagueness of human mind which generally have negative 

impact on group decision making is the Rough Set Theo-

ry (RST) [6]. The approach was introduced by Pawlak 

[7]. RST resolve the challenges of uncertainty in group 

decision making, by applying lower and upper approxi-

mation [8]. 

Supposing U is the universe, comprising all elements 

and Y a random elements of U. R is defined as a set of 

classes organized as D1 < D2 … < Dn [6]. The lower ap-

proximation, APM(Di) upper approximation, )( iDAPM  

and boundary region, are thereforeexpressed as [9]: 

  (1) 

  (2) 

  (3) 

Di can be denoted in the form of Rough number, 

RN(Di), with the lower limit and upper limit expressed as 

equations 4 and 5 respectively [10] 

  (4) 

  (5) 

The difference between the upper limit and the lower 

limit of RN(Di), is BD(Di) expressed as 

  (6) 

where PL and PU denote number of elements in 

APM(Di) and )( iDAPM  respectively. 

The interval arithmetic operation such as addition and 

division is also applicable to rough numbers, the opera-

tion can be found in the work of [10]. 

2.2 Rough TOPSIS 

The Rough TOPSIS is a hybrid approach for analyzing 

group decision problem which combines Rough Set The-

ory with TOPSIS method. The RST is applied in operat-

ing vague data from experts involves in the group deci-

sion making process. The analyzed data then serve as 

input information into the TOPSIS method for final rank-

ing of alternatives. 

The analysis steps in the Rough TOPSIS are expressed 

as follows [9]: 

Step 1. Decision matrix X, formation, having m num-

ber of alternatives ATi (i =1, 2, …, m) and n number of 

decision criteria, DCj (j = 1, 2,… , n). Z representing 

number of experts that partakes in the prioritization pro-

cess. The decision matrix produced is indicated as: 
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  (7) 

where r = 1, 2,… , z, and xij
r
 (i= 1, 2, …, m) denote  

rating of r-th expert for i-th alternative with respect to 

criterion j. 

Step 2. The decision matrix is transformed into rough 

decision matrix S using the equations (1) – (6), and the 

details of the transformation process can be found in the 

work of [10]: 

 (8) 

where xij
L
 and xij

U
 indicate lower and upper limits of 

rough number  

Step 3. Evaluation of standardized decision matrix 

with regard to rough number as follows: 

  (9) 

  (10) 

where Nxij
L
 and Nxij

U
 denote the upper and lower limits 

of the standardized rough matrix. 

Step 4. Determination of the weighted standardized 

rough matrix expressed as: 

  (11) 

  (12) 

The rough weights of decision criteria; Wij
L
 and Wij

U
 

analytical steps based on the equations (1) – (6) can be 

found in [9]. 

Step 5. Definition of positive ideal solution (PS) and 

negative ideal solution (NS) as follows: 

  (13) 

  (14) 

where Vj
+
 and Vj

 –
 denote the values of PS and NS re-

spectively while B and C represent the beneficial criterion 

and non-beneficial criterion respectively. 

Step 6. The evaluation of each alternative separation 

from the PS and NS respectively as follows: 

  (15) 

  (16) 

where Zj
+
 and Zj

 –
 represent the separation of each al-

ternative from PS and NS respectively 

Step 7. The rough TOPSIS performance value of each 

alternative, , is evaluated as follows: 

  (17) 

3 Results and Discussion 

3.1 Numerical Example 

The proposed Rough TOPSIS suitability in analyzing 

different causes of engineering systems failure is illus-

trated with a numerical example. In the numerical exam-

ple, twoexperts assigned score to each causes of engineer-

ing system failurebased on 3 decision criteria whilst uti-

lizing 5-point likert scale. The assigned rating which form 

the decision problem is shown in Table 1.The two experts 

also assigned rating to the three decision criteria; DC1, 

DC2 and DC3 in the order of importance based on 5 

point likert scale, as shown in Table 2. 

Table 1 – Experts assigned rating to alternatives 

S/N 
Expert 1 Expert 2 

DC1 DC2 DC3 DC1 DC2 DC3 

AT1 5 4 5 4 3 5 

AT2 4 3 3 3 4 3 

AT3 4 3 2 2 3 2 

AT4 3 4 2 3 3 4 

AT5 2 2 1 1 4 1 

Table 2 – Ratings for decision criteria importance 

Expert DC1 DC2 DC3 

1 4 2 5 

2 4 2 3 

 

3.2 Rough TOPSIS Analysis 

In the Rough TOPSIS, the rough weights of the deci-

sion criteria are needed as part of the analysis process. On 

this basis, decision criteria are evaluated using the equa-

tions (1) – (6) and the detailed procedure on the analy-

siscan be found in the work of [9], and results produced 

are indicated in Table 3. 
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Table 3 – Decision criteria rough weights 

S/N Rough weights 
Normalized 

rough weights 

DC1 [4, 4] [0.889, 0.889] 

DC2 [2, 2] [0.444, 0.444] 

DC3 [3.5, 4.5] [0.778, 1.000] 

 

The above process is proceeded with Rough TOPSIS 

analysis which begins with the formation of the group 

rough decision matrix. To form the matrix, the individual 

expert ratings in Table 1 is aggregated using the equa-

tions (1) – (6) with the detailed procedure in the reference 

[10]. The group rough matrix developed from the analysis 

is indicated in Table 4. 

The assigned rating for alternative, AT2 against deci-

sion criteria, DC1 (AT2 / DC1) [3–4] is applied to 

demonstrate the analysis: 

  

  

  

  

The lower limits and upper limits values are now aver-

aged to form rough number 







2

2

DC

AT
RN  as follows: 

  

  

  

Table 4 – Group rough decision matrix 

S/N DC1 DC2 DC3 

AT1 4.25 4.75 3.25 3.75 5.0 5.0 

AT2 3.25 3.75 3.25 3.75 3.0 3.0 

AT3 2.50 3.50 3.00 3.00 2.0 2.0 

AT4 3.00 3.00 3.25 3.75 2.5 3.5 

AT5 1.25 1.75 2.50 3.50 1.0 1.0 

 
After the formation of the group rough decision ma-

trix, the next step is the development of the normalized 
form of it using the equations (9) – (10), and the generat-
ed result is shown in Table 5. The is followed with the 
formation of the weighted normalized matrix in Table 6, 
applying the equations (11) – (12) on data in Tables 3, 5. 
The values of PS and NS is then evaluated, applying the 
equations (13) – (14) on data in Table 6, and the results 
obtained are shown in Table 7. Applying the equations 
(15) – (17) Z

 +
, Z

 –
 and rough TOPSIS performance index, 

ZA, are evaluated respectively and the results produced 

are shown in Table 8. The engineering system failure 
causes; AT1, AT2, AT3, AT4 and AT5 are ranked based 
on their respective rough performance scores. The rank 
orders of the alternatives are shown in Table 8 and  
Figure 1. 

Table 5 – Normalized rough decision matrix 

S/N DC1 DC2 DC3 

AT1 0.895 1.000 0.867 1.000 1.000 1.000 

AT2 0.684 0.789 0.867 1.000 0.600 0.600 

AT3 0.526 0.737 0.800 0.800 0.400 0.400 

AT4 0.632 0.632 0.867 1.000 0.500 0.700 

AT5 0.263 0.368 0.667 0.933 0.200 0.200 

Table 6 – Weighted normalized rough decision matrix 

S/N DC1 DC2 DC3 

AT1 0.796 0.889 0.385 0.444 0.778 1.000 

AT2 0.608 0.701 0.385 0.444 0.467 0.600 

AT3 0.468 0.655 0.355 0.355 0.311 0.400 

AT4 0.562 0.562 0.385 0.444 0.389 0.700 

AT5 0.234 0.327 0.296 0.414 0.156 0.200 

Table 7 – Values of PS and NS 

Parameter DC1 DC2 DC3 

PS 0.889 0.444 1.000 

NS 0.234 0.296 0.156 

Table 8 – Rough TOPSIS performance score (ZA) and rank 

S/N 
Engineering system 

failure causes 
Z + Z – ZA Rank 

AT1 
Ineffective mainte-

nance 
0.248 1.079 0.813 1 

AT2 
Misappropriation 

of fund 
0.606 0.661 0.522 2 

AT3 Insufficient fund 0.812 0.490 0.376 4 

AT4 
Insufficient skilled 

manpower 
0.696 0.652 0.484 3 

AT5 Wrong location 1.079 0.157 0.127 5 

 
From Table 8 and Figure 1, the most critical cause of 

engineering system failure in most developing countries 

is ineffective maintenance; AT1 having the highest value 

of rough TOPSIS performance score of 0.813. The least 

cause of the systems failure is wrong location AT5 hav-

ing the least rough TOPSIS performance score and 

ranked fifth position among the five alternative causes of 

failure. 

For developing countries to improve on telecommuni-

cation, health care delivery, water transportation, power 

generation among others, there is the need for them to put 

in place, an effective maintenance scheme that will guar-

antee safe and reliable operation of the machinery of an 

engineering system. 

 



 

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. E 1–E 6 E 5 

 

 

Figure 1 – Rough TOPSIS performance score (ZA) and rank 

 

3.3 Rough TOPSIS comparison with other 

existing MCDM tools in literature 

Although, other multi-criteria decision making 

(MCDM) tools such as, PROMETHEE, AHP, ELECTRE 

and DEMATEL when applied as stand alone or in con-

junction with other techniques can produce similar result 

with that of Rough TOPSIS. However, the choice of tools 

generally depends on the analysts’ which is normally 

guided by appropriateness and computational effort re-

quired [11]. In the light of this, a similar technique ap-

plied by Emovon [12] in comparing different MCDM 

tools is utilized in this paper to compare Rough TOPSIS 

with other hybrid MCDM tools. 

Hand calculation / spreadsheet: tick – easy to calculate 

using hand calculation / spreadsheet, and cross – difficult 

to calculate using hand calculation / spreadsheet. 

Software code: tick – easy to code and cross – difficult 

to code. 

Additional tool: Tick- no additional tool required to 

implement & Cross- additional tool is required for im-

plementation. 

From Table 9, it is clearly shown that the Rough 

TOPSIS can be more easily analyzed and implemented 

than other hybrid methods due to the fact that the meth-

odology process can be solved with either hand calcula-

tion or spreadsheet with less effort. Furthermore, from the 

Table, no additional tool is required, in the implementa-

tion of the tool and this is as a result of the Rough Set 

Theory capability of evaluating decision criteria weights 

and at the same time managing the uncertainty of differ-

ent experts’ opinions. 

 

Table 9 – Level of computational effort required of MCDM tools 

Program 

Approach 

Rough 

TOPSIS 

FUZZY-

AHP 

FUZZY-

DEMATEL 

AHP-

DEMATEL 

AHP-

ELECTRE 

AHP-

PROMETHEE 

Hand calculation  × × × × × 

Spreadsheet   × × × × 

Easy to code  × × × × × 

Additional tool    × × × 

 

4 Conclusion 

This paper presented a technique for analyzing engi-

neering system failure causes. The technique utilized 

Rough TOPSIS which integrate Rough Set Theory and 

TOPSIS method for evaluating causes of engineering 

system failure causes. The result of the analysis indi-

cate that ineffective maintenance is the most critical 

cause of engineering system failure in most developing 

countries. 

 

The Rough TOPSIS approach used in the analysis is 

simpler in terms of implementation when comparedto 

other hybrid techniques, as the approach is easier to 

code and implement with the use of hand calcula-

tion/spreadsheet. Furthermore, the approach does not 

require the use of additional tools for it implementation 

as opposed to most other approaches which require 

additional tool for decision criteria weights analysis 

and experts information aggregation. 
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Ɂɚɫɬɨɫɭɜɚɧɧɹ ɡɚɫɨɛіɜ Rough TOPSIS ɞɥɹ ɚɧɚɥіɡɭ ɩɪɢɱɢɧ ɜіɞɦɨɜ іɧɠɟɧɟɪɧɢɯ ɫɢɫɬɟɦ 

Еɦɨɜɨɧ І., Нɜɚɨɚ Ɍ. 

Ɏɟɞɟɪɚɥьɧɢɣ ɭɧɿɜɟɪɫɢɬɟɬ ɧɚɮɬɨɜɢɯ ɪɟɫɭɪɫɿɜ, P.M.B. 1221, ɦ. Еɮɮɭɪɭɧ, Нɿɝɟɪɿɹ 

Аɧɨɬɚɰіɹ. ɍ ɪɨɛɨɬɿ ɪɨɡɝɥɹɧɭɬɚ ɩɪɨɛɥɟɦɚ ɜɢɡɧɚɱɟɧɧɹ ɩɪɿɨɪɢɬɟɬɿɜ ɩɪɢɱɢɧ ɜɿɞɦɨɜ ɿɧɠɟɧɟɪɧɢɯ ɫɢɫɬɟɦ. 
Вɿɞɩɨɜɿɞɧɨ, є ɩɨɬɪɟɛɚ ɭ ɪɨɡɜɢɬɤɭ ɿɧɫɬɪɭɦɟɧɬɚ ɞɥɹ ɿɞɟɧɬɢɮɿɤɚɰɿʀ ɤɪɢɬɢɱɧɢɯ ɩɪɨɛɥɟɦ ɜ ɿɧɠɟɧɟɪɧɢɯ ɫɢɫɬɟɦɚɯ 
ɞɥɹ ɩɨɥɟɝɲɟɧɧɹ ɩɪɢɣɧɹɬɬɹ ɪɿɲɟɧь ɩɪɢ ɪɨɡɩɨɞɿɥɿ ɧɚɹɜɧɢɯ ɪɟɫɭɪɫɿɜ ɭ ɡɚɛɟɡɩɟɱɟɧɧɿ ɨɩɬɢɦɚɥьɧɨʀ 
ɩɪɨɞɭɤɬɢɜɧɨɫɬɿ ɫɢɫɬɟɦɢ. ɍ ɪɨɛɨɬɿ ɡɚɩɪɨɩɨɧɨɜɚɧɚ ɬɟɨɪɿɹ ɝɪɭɛɢɯ ɦɧɨɠɢɧ ɲɥɹɯɨɦ ɡɚɫɬɨɫɭɜɚɧɧɹ ɡɚɫɨɛɿɜ Rough-

TOPSIS ɞɥɹ ɭɩɨɪɹɞɤɭɜɚɧɧɹ ɡɚ ɩɨɞɿɛɧɿɫɬɸ ɞɨ ɞɨɫɹɝɧɟɧɧɹ ɿɞɟɚɥьɧɨɝɨ ɪɿɲɟɧɧɹ. Ɍɚɤɢɣ ɩɿɞɯɿɞ ɞɨɡɜɨɥɹє ɩɨєɞɧɚɬɢ 

ɬɟɨɪɿɸ ɝɪɭɛɢɯ ɦɧɨɠɢɧ ɿ TOPSIS ɞɥɹ ɜɢɡɧɚɱɟɧɧɹ ɩɪɿɨɪɢɬɟɬɿɜ ɭ ɡɚɞɚɧɨɦɭ ɿɧɠɟɧɟɪɧɨɦɭ ɫɟɪɟɞɨɜɢɳɿ. Нɚɜɟɞɟɧɿ 
ɱɢɫɥɨɜɢɣ ɩɪɢɤɥɚɞ ɜɢɤɨɪɢɫɬɚɧɧɹ ɡɚɩɪɨɩɨɧɨɜɚɧɨɝɨ ɦɟɬɨɞɭ ɬɚ ɜɞɨɫɤɨɧɚɥɟɧɚ ɦɟɬɨɞɢɤɚ ɜɢɤɨɪɢɫɬɚɧɧɹ ɿɧɮɨɪɦɚɰɿʀ 
ɜɿɞ ɟɤɫɩɟɪɬɿɜ. əɤ ɪɟɡɭɥьɬɚɬɿ ɞɨɫɥɿɞɠɟɧɧɹ, ɛɭɥɢ ɜɢɹɜɥɟɧɿ ɮɚɤɬɨɪɢ (ɩɪɢɱɢɧɢ), ɳɨ ɩɟɪɟɲɤɨɞɠɚɸɬь 
ɨɩɬɢɦɚɥьɧɨɦɭ ɮɭɧɤɰɿɨɧɭɜɚɧɧɸ ɿɧɠɟɧɟɪɧɨʀ ɫɢɫɬɟɦɢ, ɭ ɩɨɪɹɞɤɭ ʀɯ ɡɧɚɱɭɳɨɫɬɿ. Зɚɩɪɨɩɨɧɨɜɚɧɢɣ ɩɿɞɯɿɞ ɦɚє 
ɜɿɞɧɨɫɧɿ ɩɟɪɟɜɚɝɢ ɧɚɞ ɿɧɲɢɦɢ ɝɿɛɪɢɞɧɢɦɢ ɦɟɬɨɞɚɦɢ, ɳɨ ɥɟɝɤɨ ɦɨɠɧɚ ɡɞɿɣɫɧɢɬɢ ɡɚ ɞɨɩɨɦɨɝɨɸ ɪɭɱɧɨɝɨ 
ɪɨɡɪɚɯɭɧɤɭ ɚɛɨ ɟɥɟɤɬɪɨɧɧɨʀ ɬɚɛɥɢɰɿ, ɧɟ ɜɢɦɚɝɚɸɱɢ ɞɨɞɚɬɤɨɜɢɯ ɿɧɫɬɪɭɦɟɧɬɿɜ ɞɥɹ ɨɰɿɧɸɜɚɧɧɹ ɤɪɢɬɟɪɿʀɜ 
ɩɪɢɣɧɹɬɬɹ ɪɿɲɟɧь ɬɚ ɫɭɤɭɩɧɢɯ ɞɭɦɨɤ ɟɤɫɩɟɪɬɿɜ. 

Ʉɥɸɱɨɜі ɫɥɨɜɚ: ɬɟɨɪɿɹ ɝɪɭɛɢɯ ɦɧɨɠɢɧ, Rough TOPSIS, ɿɧɠɟɧɟɪɧɚ ɫɢɫɬɟɦɚ, ɩɪɢɱɢɧɢ ɜɿɞɦɨɜɢ, ɤɪɢɬɟɪɿʀ 
ɩɪɢɣɧɹɬɬɹ ɪɿɲɟɧɧɹ. 
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Abstract. The computer has been an integral part of our life. We cannot imagine complicated mathematical and
technological calculation without using computer, but we are at this stage in the development of computing systems,
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scope of this method of representing natural language text, it is seen the first time that is the use spectrum is very
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1 Introduction

Since  of  this  century,  the  human  way  of  life  has
undergone serious changes. The computer has been an
integral  part  of  our  life.  We  cannot  imagine
complicated  mathematical  and  technological
calculation without using computer, but we are at this
stage in the development of computing systems, when
is  not  enough  computer  obedience.  We  needed  an
assistant.

So that computer can carry out nonstandard tasks, it
is  necessary to teach to thing and communicate with
person, in other words. Technical systems, mechanized
mental  work,  got  the  name  of  artificial  intelligence
systems [1–4].

2 Research Methodology

One  of  the  tasks  of  the  artificial  intelligence  is
developing  systematic  methods  for  translating  the
meaning  of  human  speech  into  the  language  of
predicate algebra. Make sense in the form of concepts
into computer. But, how it can be done? What is the
meaning of the utterance? It is not difficult to answer it.
As is known, the meaning of utterance is a function of
the  dependence  of  variables  of  this  statement.  It

remains only to find the text of the natural  language
object  variable.  We  will  consider  finding  object
variable in the text of natural language in comparison
with  the  detection  of  these  variable  in  mathematical
statements.

Consider  an  example,  mathematical  statement
(x + y  = z), where  x,  y,  z – object variables by which
and  in  this  case  is  variables  definition  on  set  
N = {0, 1, 2, …} all nonnegative integers, in this form
the mathematical statement is not true, not false. But if
you imagine this expression as a function ξ = f(x, y, z),
where  f –  function  that  returns  true  or  false
mathematical  expression  turns  into  a  true  function,
since  the  function  ξ indicates  the  truth  of  the
mathematical  expression.  So,  the  meaning  of  a
mathematical statement is a predicate  ξ =  f(x1,  x2, …,
xn) representing the dependence of the true of a variable
ξ on n subject variables x1, x2, …, xn of this utterance.

We  have  consider,  what  is  the  meaning  of  the
mathematical statement. Now, guided by hypothesis of
a  close  relationship  of  natural  and  mathematical
language,  suppose,  that  such  an  interpretation  of  the
meaning apply and to assumption of natural language
[3].

The text  of  the  natural  language  consists  of  word
and the interrelations between them. We will leave the
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relationship  for  now, get  special  attention  to  words.
Single words, from which a proposal is drawn up, we
will  consider  as  the  basic  elements  of  linguistics
algebra.  What  do  individual  words  mean?  Suppose,
that the express some predicate. 

It is not difficult to see, what it is really. Let us take
a  word,  for  example:  the  word  cube.  Enter  object
variable  x.  turn  to  a  person  and  we use  it  as  a  test
subject,  it  is easy to see what is  carrier  of predicate.
Expressed in word cube, really showing the subject a
variety of subjects x from any set A asking him, is it the
subject x cube? If x is a cube, then theanswer is truth,
otherwise false.

By it  is  behaviour,  the  subject  is  implemented by
some predicate, dependent on x and defined on the set
A. we write down it is types  cube(x). it plays the role
of the elementary formula of linguistics algebra.  The
word  cube  serves  as  predicate  name,  reproducible
subjects. So, the introduced elementary predicates can
be formed by means of Boolean operations; “–“, “ ”,˄
“ ” more difficult predicates: cub _ or ellipse (˅ x) = cub
(x)  ellipse (˅ x);  _cub (x) = No _ cub (x); cub (x) ˄
ellipse (y) = cub _ and _ ellipse (x, y). In the latter case,
it  is  no  longer  one  subject  x,  cube,  a  second one  is
ellipse, we see, that language uses negations as basic,
disjunction and conjunctive, linguistic algebra refers to
class of Boolean algebra [5–9].

Formalization  of  the  text  is  subject  to  situational
suggestions. For example: (in cube there is an ellipse).
The relationship between objects cube and the ellipse is
described  _stand  _  on  (x,  y),  it  can  be  subjected  to
dismemberment.  We introduce  predicate  stand  _  (y),
understandable  in  the  sense  of  an  (object  y stand)  a
predicate on (y, x), corresponding to utterance (subject
y situated on subject  x),  it  is  clear  that  the predicate
stand _ on (y, x)and stand y  on (˄ y, x) match. It allows
further  splitting  and  predicate  stand  (y).  It  can  be
represented as a conjunction predicates present _ time
(y) and stand (y). The first predicate means: “subject y
it is observed at the current time” second one: “subject
y presence is a state of standing” (irrespective of time).

Combining the conjunction of introduced predicates,
we  write  the  sentence  in  question  in  the  following
form. Cube(x)  ellipse (˄ y) present _ time (y) stand (y)

 on (˄ y, x), we will not move further in the analysis of
the semantic structure of this statement. To do this, it
will  be  necessary  to  penetrate  onto  the  semantic
structure  of  words  “cube”  “and”  “ellipse”  “,”
“present”“time” “stand” “and” “on”. For this you can
refer to the explanatory dictionary, express the meaning
of each of these word using the given in its different,
the roles of which are phrases, made up of other words.
When will this process end, you need to collect words,
remaining not expression, and tie them to each other of
utterances  system bearers  of  the  natural  language  as
true.  The  utterances  system  performs  the  role  of
analysis in the system of axiom. Defining the primary
concepts of mathematics. In the language it abstractly
defines the meaning of the word, which cannot express
using direct definition through other words. Above we
demonstrate the subdivision of the verb, but the same
division is allowed and nouns (object).

For example, the word cubes. These items consist of
faces, which in turn consist of a set of points, united in
the face. It means that if we denote all faces of the cube
as:  
face  _  1(x),  face  _  2  (x),  …,  face  _  6  (x),  then  
cube (x) = face _ 1 (x)  face _ 2 (˄ x)  …  face _ 6(˄ ˄ x),
and each side can be represented in the following form:
face _ 1 (x) = point _ 1 _ 1 (x)  point _ 1 _ 2 (˄ x) … ˄
…  point _ 1 _ ˄ n (x), face _ 2 (x) = point _ 2 _ 1 (x) ˄
point  _  2  _  2  (x)   …   point  _  2  _  n  (˄ ˄ x),  …  
…, face _ 6 (x) = point _ 6 (x)  point _ 6 _ 2 (˄ x)  … ˄
…  point _ 6 _ ˄ n (x).

3 Results

It can be shown, that almost all elements of the text
of natural language can be divided into more primitive
predicate,  it  means,  that  having  identified  all
elementary  predicates  of  the  text  there  is  natural
language. We can express any situation with a semantic
expression.  Up to this point,  we have considered the
text there is a written natural language in terms of view
of understanding the computer.

But for interaction IBM and human need computer
management.  For  this  purpose  predicates  of  action,
which unlike ordinary predicates, performs some kind
of action and return of truth, if the specified action was
successful,  and  false  if  not?  Example:  predicate
highlight  (x).  This  predicate  object,  highlight  (cube
(x)),  then  the  predicate  of  the  action  is  checked  for
truth.

Predicate cub (x) and if the subject cube exists, so
the  predicate  highlight  this  subject.  As  you  see,  the
predicate  of  action  being  given  another  predicate,
which take on the function of checking for the presence
of  the  environment  of  the  object,  of  course,  the
possibility of applying a predicate is not ruled out in
form highlight (x), but in this case complexity of the
fulfillment  of  the  predicate  is  doubled  (check  for
presence  of  the  object  x among  the  selection  of  the
object if it exists). The first cases are preferable, since
at  many  levels  of  testing  of  action  predicates  the
perform  duplicate  functions  (check  for  existence  of
object among) example: move (highlight (cube (x))).

Action predicate are also subject to dismemberment,
for  example:  a  cube  is  drawn  on  the  screen  of  the
monitor, the user givers the command move (cube (x)).
This  expression  will  correspond  to  the  structure  of
predicates,  draw “recount  _  coordinates  (erase  (cube
(x))”,  this  partitioning  of  the  action  predicate  result
from  the  specifics  of  the  display  of  objects  on  the
monitor. Also its possible to note, what happens when
objects  are  dismembered  as  cube,  the  predicate  of
action  acts  to  dismemberment,  draw(cube(x))  =
draw(edge_(x))   draw(edge_2(˄ x))   …  ˄ ˄
draw(edge_6(x))  =  draw(point  1_1(x))   …  ˄ ˄
draw(point_1_n(x))   ˄
draw(point_2_1(x))   …  draw(point_2_2(˄ ˄ x))   …  ˄
…  draw(point_6_1(˄ x))  …  draw(point_6_˄ ˄ n(x)).
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4 Conclusions

Summing up,  we can  say that  thanks  to  predicate
presentation of the text of the natural language personal
computer  is  able  to  understand  person  and  obey his
command.

As  for  the  scope  of  this  method  of  representing
natural language text, it is seen the first time that is the

use spectrum is very large;  firstly, it  can be used for
educational purposes to study algebra of predicates.

Secondly, use as an assistant in the word a user with
a computer (is a good addition to the programs engaged
in speech recognition).

Thirdly,  in  the  regions  associated  with  artificial
intelligence and so on.
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Розроблення системи керування комп’ютерною графікою 

з використанням тексту природної мови
Аль Салаймех С.

Технологічний університет м. Акаба, вул. Васфі аль-Тал 18, м. Акаба, Йорданія

Анотація. Без  комп’ютера  як  невід'ємної  частини  життя  людства  неможливо  уявити  складний
математичний  і  технологічний  розрахунок  сучасних  систем.  Проте,  на  даному  етапі  розвивитку
обчислювальних системи недостатньо комп’ютерного грамотності без відповідного програмного супроводу. У
зв’язку із  вищезазначеним,  у статті  викладено текст природної  мови персонального комп’ютера,  здатного
зрозуміти  людину  і  виконувати  його  команди.  Стосовно  обсягу  запропонованого  підходу,  пов’язаного  із
поданням тексту природної мови, то показано різноманітний спектр її використання, по-перше, для наукових і
освітніх цілей та вивчення алгебри предикатів. По-друге, даний підхід може бути використаний як помічник у
зв’язку користувача із комп’ютером шляхом створення відповідних додатків до програмного забезпечення, у
тому числі для розпізнаванням мови. По-третє, така методика може бути використана в областях, пов’язаних
із створенням і застосуванням систем штучного інтелекту.

Ключові слова: предикат, природна мова, математичний розрахунок, людське мова, штучний інтелект.
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Abstract. This article deals with the problems of information processing, searching and finding the solutions in 

the related fields of scientific knowledge. One of the solutions to this kind of problem is the software like expert sys-

tems. The aim of the article is to test the existing software tools for constructing expert systems, to make the assess-

ment of the existing feature set, to determine the set of criteria that influences on the selection of software, to analyze 

the possible ways of using it regarding to structuring, storing, searching and changing of the accumulating knowledge 

bases. The article provides a comprehensive analysis of existing expert system shells. As a result of the analysis, the 

lifecycle phase of the expert system are considered, the basic criteria are selected for each phase. Focusing on the 

most popular criteria, the best software for constructing the expert system is selected. A prototype of the expert sys-

tem was developed in the selected shells. The complexity of the prototype development is estimated. The shortcom-

ings of the software are identified. The analysis parameters are summarized in a comparative table. The best shell for 

the construction of expert systems is selected considering the selected criteria. 

Keywords: expert system, production system, ES shells, analysis. 

1 Introduction 

The total amount of information that an average em-

ployee uses in work has significantly increased lately. 

The problem of processing a large array of data comes to 

the fore in many areas of activity 

According to Sviridov S. S., a developer or researcher 

spends about half of working time searching for neces-

sary information [1]. For example, in the field of custom-

er support for software use, a consultant is guided by 

about 10 technical standard documents and about 40 in-

structions of various types (the total volume of documen-

tation is several hundred pages). Information in the above 

mentioned documents is periodically updated and sup-

plemented. And if the consultant supports several soft-

ware products or several groups of users solving various 

tasks, then the situation becomes much more complicated 

To reduce the time for finding a solution, searching for 

answer from several knowledge areas and choosing sev-

eral alternative solutions, it is recommended to use expert 

systems (ES). According to Doctor of Technical Science, 

Professor Gavrilova TA, the expert systems shall be used 

“... where the main difficulty relates to the use of weakly-

structured knowledge of practitioners and where the logi-

cal (semantic) processing of information prevails over the 

computational” [2]. In other words, the expert system 

must take up the “bottlenecks” of standard search: to 

provide a substantive adaptation of the problem, the abil-

ity to consider the consultant skill and qualification level. 

In the case of a significant discrepancy in the levels of 

knowledge between the system and the consultant, an 

explanation module is mandatory. In addition, the ES 

should be able to learn enriching a knowledge base, 

check the available knowledge for correctness, consisten-

cy and completeness. 

It should be noted that the task of selecting the expert 

system for search does not have a unique solution at pre-

sent. This makes it urgent to study a variety of evaluation 

criteria, methods of construction and methods of using 

various expert systems. 

The purpose of this paper is to select the best software 

for constructing the ES relative to CAD tasks. 

2 Research Methodology 

2.1 Procedure 

In the process of studying the problem of selecting the 

best software, we will: 

─ determine the set of criteria that influence on the selec-

tion of software for the implementation of the ES; 

─ select the software that meet the selected criteria; 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).e3
mailto:sapr@vniiaen.sumy.ua


 

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. E 10–E 15 E 11 

 

─ prepare a “basic prototype” for testing the functionali-

ty of the selected software; 

─ develop the "basic prototype" in the selected software; 

─ identify potential difficulties in the development of the 

ES; 

─ evaluate the complexity of the ES development. 

Let us dwell upon the stage of defining a set of criteria 

for selecting software for constructing the ES. 

Factors for selecting the best ES can be conditionally 

attributed to three different stages of the life cycle of the 

ES: construction, usage and updating. 

When selecting the ES, it is important to consider con-

struction methods that influence on the speed and ease of 

system construction. According to P. Jackson [3], “... if 

the success of the project depends on the development 

term, then you should select a shell with embedded leg-

end tools and advanced user interface. Interface devel-

opment is one of the most time-consuming stages of sys-

tem design, and the more of this work can be shifted to 

the shell, the faster the project will be completed”. 

To construct the ES, it is necessary to pay attention to 

the following parameters: 

─ work with a convenient method of knowledge repre-

sentation (logical, problem frame, rule-based etc.); 

─ ability to work with the knowledge base; 

─ general approach to all domains; 

─ presentation of peculiarities of the design model, the 

design methodology; 

─ consideration of the qualification of the ES user; 

─ modularization of the knowledge base; 

─ level of description details of the domain; 

─ task execution in the conditions of data lacking; 

─ availability of an inference machine; 

─ availability of the event log (record of system malfunc-

tion); 

─ ability to process the exceptional conditions; 

─ availability of a search mechanism of disambiguation; 

─ configuration of the necessary auxiliary software and 

equipment for the operation of the ES; 

─ adaptive properties (ability to customize for a specific 

domain); 

─ knowledge representation method. 

In terms of the ES use, it is necessary to analyze fol-

lowing evaluation criteria: 

─ functionality (finding the answer, inquiry qualification, 

explanation, training, etc.); 

─ speed of operation (speed of answer search); 

─ cost of acquisition, implementation, owning; 

─ ease of use of the ES (ease of editing tools, accessibil-

ity of the help system, user-friendly interface of the 

shell, ease of learning, etc.); 

─ availability of the Russian version; 

─ possibility to study the scheme of obtaining (finding) 

the answer; 

─ availability of a thesaurus (dealing with synonyms); 

─ possibility of searching a “negative” answer; 

─ logging of use cases (history of hits and search re-

sults). 

When using the ES, there may be a need to improve 

the existing functionality or introduce new capabilities. 

Therefore, it is also important to consider the following 

parameters: 

─ compatibility with other computer-aided design soft-

ware (integration); 

─ possibility of self-improvement of the ES (open 

source, availability of an applied programming inter-

face); 

─ completeness and ease of use of technical documenta-

tion for the ES; 

─ reliability and perspectivity of the software company, 

as well as the availability of qualified technical sup-

port; 

─ access security, delineation of rights. 

To develop the most important criteria for us to select 

software for constructing the ES, we will carry out a prac-

tical study using “Basic prototype”. 

On a provisional basis, the “basic prototype” model 

contains 3 basic elements: the question, the answer, the 

recommendation. The ES for the “basic prototype” will 

solve the problem of finding recommendations for some 

malfunctions during user's work with the software. 

At the beginning of the program, the user will be asked 

what the error is related to - the file, the system start or 

application software. Depending on the choice, a recom-

mendation will be offered or questions will be asked to 

clarify the problem. The user can be offered solutions - 

for example, contact customer support professionals 

(ACS sector), send e-mail to the developer or find a de-

fective element. 

To solve such problems, an important criterion is the 

method of knowledge representation based on rules be-

cause they: 

─ allow us to create a knowledge base in “If-Then” form 

which is familiar to user; 

─ possess modularization – each unit of information can 

be deleted, changed or added independently of the rest; 

─ have self-explanatory function - it is possible easily 

trace the set of rules used for output. 

So our intermediate conclusion is that in order to solve 

our task regarding the best software for constructing the 

ES with respect to our conditions, the following criteria 

are of practical interest: 

─ availability of the graphical interface of the program; 

─ ease of creating the ES; 

─ convenient tool for debugging the created system; 

─ possibility of self-improvement (open source, availa-

bility of an applied programming interface); 

─ necessity for installation of additional software to run 

the program; 

─ cost. 
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Based on the above criteria for developing the "Basic 

prototype", the following software products were selected 

to implement the required functionality of the ES. 

2.2 CLIPS 

The software environment for the development of ex-

pert systems is a rule-based system, the Rete algorithm is 

used as inference engine. The main competitive ad-

vantages of CLIPS are: 

─ acceptable performance; 

─ explicit syntax; 

─ availability of calling external functions written in 

other programming languages; 

─ modules written in CLIPS can be called by programs 

written in other languages. 

 

Figure 1 – Sample code written in CLIPS 

 

Figure 2 – Graphical interface of CLIPS 

2.3 Java Expert System Shell 

Java Expert System Shell (JESS) is a shell for devel-

oping expert systems; the system was developed by San-

dia National Laboratory. 

Intelligent system Jess allows you to create a Java ap-

plication providing the ability to process data based on 

knowledge represented as rules. 

At the moment, Jess is one of the easiest and fastest 

shells for expert systems. Like CLIPS, the Jess kernel 

uses the Rete algorithm to match the facts to the rules, 

which is very efficient and fast in solving multiple com-

parison problems. It remembers the result of the last test-

ing of knowledge and re-tests only newly appeared facts. 

Jess has a closed source code, unlike CLIPS. 

 

Figure 3 – Graphical interface of JESS 

2.4 Prolog 

Prolog is a declarative language or predicate calculus 

language. A predicate is a logical formula from one or 

more arguments. Prolog involves a set of facts and rules 

that ensure the finding of solutions based on these facts. 

Inference mechanism of Prolog is based on a comparison 

of facts and is the backward chaining inference. It ex-

tracts the stored (known) information by choosing an-

swers to requests. 

 

Figure 4 – Interface of IS development 

 

Figure 5 – Window with output of results 
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2.5 Expert Developer Pro 

The program is designed to build a user polled system 

and find a solution to a particular problem. When custom-

izer the system, one can specify only two options for 

answering the question – “Yes” or “No”, and then indi-

cate the next question and possible answers. Thus, it is 

necessary to build a tree for finding the answer. Thus, the 

logic of the system is completely set by the developer; the 

possibility of self-learning is excluded. 

 

Figure 6 – Interface of ES development 

 

Figure 7 – Dialog window of application development 

 

Figure 8 – Window with output of results 

2.6 Exsys Corvid 

Exsys Corvid is an intelligent system that can be used 

to develop a knowledge base in any domain. The system 

includes tools for program debugging and testing. Rules 

can exist with some probability which is expressed by the 

coefficient of confidence, the value is set by the expert 

when developing the knowledge base. The system sup-

ports the backward chaining from facts to the goal, linear 

programming, fuzzy logic, neural networks and has a 

SQL interface. 

 

Figure 9 – Interface of ES development 

 

Figure 10 – Dialog window of application development 

 

Figure 11 – Window with output of results 



 

 

E 14 MECHANICAL ENGINEERING: Computational Mechanics 

 

3 Results 

Let’s analyze the functionality of the selected software 

in relation to the declared set of criteria. The source code 

for CLIPS can be written in any text editor. To start the 

program, the shell is used. Dialogue occurs only in text 

mode by entering values from the keyboard. When writ-

ing a program, it is necessary to compile a list of facts 

and rules. At the same time when the program is working, 

it is possible to change the fact base which is a process of 

self-learning of program. It is possible to implement a 

graphical user interface by means of other software (for 

example, C ++ supports CLIPS commands). 

In the Visual Prolog program shell, when writing a 

program, it is necessary first to describe a list of condi-

tions (facts) during execution of which specific recom-

mendations will be displayed. At the same time, this set is 

permanent; there is no change in the facts when the pro-

gram is working. Dialogue with the user occurs in the 

console desk in text mode. Also, it was not possible to 

implement the work of the program on the answer “NO” 

and it is not possible to combine the conditions for “OR”. 

JESS uses the CLIPS syntax, but it runs on the Java 

platform, so you need to install additional software of 

Sun. Unlike CLIPS, the source code is closed. The use of 

the program is free for non-commercial use. The program 

runs in the console text mode. 

Expert Developer Pro is a program with a graphical in-

terface. To develop the program, it is necessary to indi-

cate a sequence of questions, while arranging a scheme 

for finding the answer. The built-in system accepts only 2 

variants of answer – “Yes” or “No” thus it is impossible 

to combine conditions automatically. The source code is 

closed, so no further development is possible. The ad-

vantages include the fact that you do not need to know 

programming languages to construct the ES, the system is 

constructed in the user-friendly graphic mode. 

Exsys Corvid is commercial software. To work, you 

need a Java platform, as well install Apache server. It is 

necessary to build a complete tree for searching the an-

swer, creating variables necessary for the program opera-

tion by setting up the logical and command blocks. Self-

learning of program is not provided. The user interface is 

very diverse - you can select the answer option with the 

help of radio buttons, drop-down list, and active graphic 

zones. The advantages include the lack of the necessity to 

learn the programming language, but on the other hand 

the process of developing and configuring the ES is quite 

complex and time-consuming. 

Table 1 – Comparison of parameters of ES shells 

Software 

Program  

operating  

mode 

Ease for development  

of ES (ranking) 

Convenient  

debugging  

tool 

Possible  

improve-

ment 

Add 
Free  

of charge 

CLIPS Text mode* 2 + + – + 

JESS Text mode 3 – - + + 

Visual Prolog Text mode 4 + - – – 

Expert Developer Pro Graphic mode 1 Not required - – + 

Exsys Corvid Graphic mode 5 + - + – 

 

4 Conclusions 

As a result of the research, the following software 

products used for constructing the ES were tested: 

CLIPS, JESS, Prolog, Expert Developer Pro and Exsys 

Corvid. In terms of development ease, Expert Developer 

Pro and CLIPS proved to be the best. Expert Developer 

Pro and Exsys Corvid are characterized by graphic mode, 

and CLIPS can be also integrated with a graphical inter-

face written in other software. Debugging tools are not 

required for Expert Developer Pro, and only JESS has no 

convenient debugging tool. 

 

 

 
 

Only CLIPS of the entire tested software has open 

source code and can be implemented. The disadvantages 

include the need to install additional software to run the 

program, which is typical for JESS and Exsys Corvid. 
Considering the ease of development, convenient de-

bugging, ability to be improved, self-learning, as well as 

the absence of the need to install additional software and 

free distribution, the best choice for constructing the ES 

can be CLIPS. 
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Вибір оптимального програмного забезпечення для побудови експертних систем 
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Науково-дослідний і проектно-конструкторський інститут атомного та енергетичного насособудування  
AТ «ВНДІАЕН», вул. 2-га Залізнична, 2, 40003, м. Суми, Україна 

Анотація. Стаття присвячена проблемі обробки інформації, пошуку і знаходженню рішень у суміжних 
областях наукових знань. Одним із рішень такого роду завдань є клас програмного забезпечення – експертні 
системи. У статті поставлено завдання розглянути представлений на світовому ринку програмний 
інструментарій для побудови експертних систем; оцінити наявний функціонал, визначити набір критеріїв, які 
впливають на вибір програмного забезпечення; провести аналіз імовірних засобів використання стосовно до 
областей структурування, зберігання, пошуку, зміни баз знань, що накопичуються. У статті проведено 
всебічний аналіз оболонок для експертних систем, що існують. У результаті аналізу розглянуті етапи 
життєвого циклу експертної систем; для кожного етапу обрано основні критерії. Орієнтуючись на критерії, 
що користуються найбільшим попитом, виконано підбір оптимального програмного забезпечення для 
побудови експертної системи. В обраних оболонках розроблено прототип експертної системи. Проведено 
оцінку трудомісткості та складності виконання прототипу. Виявлено недоліки розглянутих програмних 
продуктів. Параметри, за якими проводився аналіз, зведені до порівняльної таблиці. Обрана оптимальна 

оболонка для побудови експертних систем з урахуванням наведених критеріїв. 

Ключові слова: експертна система, продукційна система, оболонки для експертних систем, аналіз. 
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Abstract. Reliability measurement and estimation of an industrial system is a difficult and essential problematic 
task for control engineers. In this context reliability can be described as the probability that machine network will im-
plement its proposed functions under the observing condition throughout a specified time period of running machine 
system network. In this study single sensor method is applied for fault diagnosis depending on identification of single 
parameter. At early stages it is hard to diagnose machine fault due to ambiguities in modeling environment. Due to 
these uncertainties and ambiguities in modeling, decision making become difficult and lead to high financial loss. To 
overcome these issues between the machine fault symptoms and estimating the severity of the fault; a new method of 
artificial intelligence fault diagnosis based approach Dempster–Shafer theory has been proposed in this paper. This 
theory will help in making accurate decision of the machine condition by fusing information from different sensors. 
The experimental results demonstrate the efficient performance of this theory which can be easily compared between 
unsurpassed discrete classifiers with the single sensor source data. 

Keywords: Dempster–Shafer theory, data fusion, fault diagnosis, artificial neural network, fast Fourier transform. 

1 Introduction 

In fault detection of source related to machine condi-
tion monitoring, its diagnosis and information gathering 
are the key steps before it goes into failure. It is also a 
fact that without availability of prior information machine 
fault cannot be recognized timely. Condition of fault is 
mainly dependent on time and available spectrum signa-
ture. It is always a difficult task to diagnose the machine 
fault at preliminary phase due to uncertainties in its mod-
eling. In this context a method of single sensor based on 
signature of single parameter for diagnosis is suggested in 
this paper. But sometimes decision goes wrong and may 
cause loss of throughput and significant financial losses 
[1]. 

Yen et al, [2] have advocated the use of data fusion in 
CBM, since decision making using more than one sensor 
increases the accuracy of decision. In this scenario, 
Dempster-Shafer evidence combination or neural nets or 
fuzzy logic decision making may be used to determine 
the identity of fault by combining identity declaration 
from individual sensors. 

Fan et. al in [3], studied the features extraction method 
from raw data, reasoning of faults and decision making 
derived from diagnostic knowledge. But practically, fault 
characteristics may be uncertain and inaccurate owing to 
sensor faults and some restrictions of the feature extrac-
tion approaches. Some features may not be visible when 
any faults are in the initial phase of development. This 
research introduced an improved membership function, 
importance of features, evidence capability issues, evi-
dence significance, and conflicting evidences into D-S 
combination rule in practical application to avoid the 
important information loss and precision in decision  
making. 

The Dempster-Shafer evidence theory was applied to 
image segmentation in a Markov field context [4]. The 
parameter estimation problem was considered as a classi-
cal mixture estimation problem. A generalized mixture 
estimation method was then applied to solve the parame-
ter estimation problem in the context of the multisensory 
evidential Markov field model. The research shows that 
the estimated parameter based estimation is close to the 
true parameter estimation. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).e4


 

Journal of Engineering Sciences, Volume 5, Issue 2 (2018), pp. E 16–E 21 E 17 

 

According to the Denoeux [5], D-S evidence theory 
differentiates between uncertainty and probability func-
tions. These probability functions can be sub class of 
belief functions and the evidence theory decreases the 
probability theory when the probability values are well-
known. Denoeux work’s further extended by Yang et al 
in [6]. They modified the method for 3-phase induction 
motor system, based on current and vibration signal. To 
increase the performance and precision of fault diagnosis 
in system, they combined NN algorithm with D-S evi-
dence theory and decision level approach. First of all, 
features extraction (mean, skewness, kurtosis etc) is man-
aged by one-dimensional (1-D) discrete wavelet trans-
form. Secondly, the extracted data are used for vibration 
and current inputs of the NN based on D-S theory. Final-
ly, approximated basic belief assignment (BBA) outputs 
from classifiers are merged by D-S theory for improving 
the fault diagnosis accuracy. 

In this paper, Fault diagnosis based approach Demp-
ster–Shafer theory has been proposed to make an accurate 
decision of the machine condition by fusing information 
from different sensors. The experimental results demon-
strate the efficient performance of this theory which can 
be easily compared between unsurpassed discrete classi-
fiers with the single sensor source data. 

2 Research Methodology 

2.1 Mathematical modeling of Dempster–
Shafer (D-S) evidence theory 

2.1.1 Frame of discernment (Fod) 
The Dempster-Shafer evidence theory employs proba-

bility theory to explain the practical uncertainty prob-
lems. The Dempster-Shafer evidence method is regarded 
as a generalized Bayesian theory [1]. The theory can 
demonstrate support not only for an object but also for 
the union of objects. 

To compute the credibility of distribution from all 
kinds of faults, let assume θ be a fixed set of elements 
and N independent evidence element. We refer the θ like 
the FoD [22]; it consists all groups with the subsets of θ 
is known as the power of set of θ, and denoted by 2θ, 
when θ has n elements, 2θ has 2n elements. 

Suppose θ = {F1, F2, …, Fn}, if there is N autonomous 
reliable distribution function in the identical recognition 
framework, so m1, m2, …, mn, the combine result is [23]: 
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Once the combination, the whole credit assignment 
function (CAF) is as given below: 
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The reliability distribution function’s mi(Fj) of the first 
i sensor at current state Fj and reliability distribution 
function R is as follows [24]: 
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where αi, βi are correlation coefficients. 
And reliability distribution function mi() is in the evi-

dence body E as given below: 
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So, the largest correlation coefficients i as follows: 

   .max miji FC  (5) 

And distribution correlation coefficient i is: 
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Sensor reliability coefficient Ri could be uncertainty of 
the CAF: 

 ./
1




CN

j

iiiiiR   (7) 

Before going to calculate the confidence period, com-
pute the belief proposition function (Bel) and likelihood 
function (Pls) as follows [23]: 
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Where Bel(A) and Pls(A) are the proposition of A’s the 
confidence level. 

 

2.1.2 Dempster’s rule of combination 

As discussed above, Dempster’s theory has been sug-
gested for the evidence combination when the evidence 
from dissimilar sources has diminutive difference. Demp-
ster’s rule joins many belief functions (Bel) through their 
respective BPAs. These all belief functions are described 
on the identical FoD. Although, these are derived from 
autonomous evidence sources. This theory is based on 
conjunctive operation. The result of belief function com-
bination consists of conjunctive pooled evidence [4]. 

Suppose sensor S1 observes parametric data and as-
signs mass probabilities [mp1(A0), mp1(A1), mp1(A2)] to 
the 3 propositions and sensor S2 assigns the mass proba-
bilities [mp2(A0), mp2(A1), mp2(A2)] respectively. The 
following Table 1 summarizes the D-S combination rule 
for the fault diagnosis. 
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Table 1 – D-S combination rule’s 

S1 
 

     S2 
[mp1(A0)] [mp1(A1)] [mp1(A2)] 

[mp2(A0)] mp(A0) = mp1(A0)mp2(A0) k07 = mp1(A0)mp2(A0) mp(A0) = mp1(A0)mp2(A0) 
[mp2(A1)] k06 = mp1(A0)mp2(A0) mp(A0) = mp1(A0)mp2(A0) mp(A0) = mp1(A0)mp2(A0) 
[mp2(A2)] mp(A0) = mp1(A0)mp2(A0) k10 = mp1(A0)mp2(A0) mp(A0) = mp1(A0)mp2(A0) 

 
The matrix elements shown in Table 1, are the joint 

the evidences of two sensors which assigned as per the 
combination rule. The joint probability for equal proposi-
tions, products of the masses are given by each of sensor. 

Dempster’s rule of combination [24] calculates a nor-
malization factor nf which is the total of the masses given 
by the divergence propositions (Figure 1). 

 

 

Figure 1 – Classification of evidences [1] 

The Dempster’s combination rule subsequently may be 
inscribed for two autonomous sources as: 
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where Ø represent the empty set and Ai defined as a 
general proposition. 

3 Results 

We suppose the three evidences to perform the online 
monitoring of induction motors in MATLAB and Demp-
ster–Shafer Engine 1.0 (DSE) is used for the fusing sen-
sors data. For that, an enormous number of different sig-
nals exist in production line to detect the three hypotheses 
were chosen as faults types. Three evidences sources 
against these fault types in healthy and faulty motors and 
mass probabilities functions are shown in the following 
Table 2. 

Table 2 – Sources of mass probabilities functions in Healthy 
machine 

Evidences  
sources 

Sensor number Diagnosis  
result 1 2 3 

Evidence 1 0.011 0.003 0.011 uncertainly 
Evidence 2 0.001 0.000 0.000 healthy 
Evidence 3 0.000 0.000 0.000 healthy 

 
In each case the condition signal provides a qualitative 

indication of the sensor fault. The only significant tem-
poral resolution of the method used to estimate the fre-
quency spectrum. Temporal resolution can be improved 
by increasing the overlap of blocks but this incurs a sig-
nificant computational penalty. 

Figure 2 a shows the effect of a sensor hard over fault 
and failure which is initially detected using samples in the 
block 94–150 minutes, however the sensor status value is 
only reduced to 0.59 as the first 19 samples in the block 
are obtained from a healthy sensor. The status value is 
reduced to zero by data in the block 119–175 minutes and 
all subsequent blocks. In Figure 2 b, the sensor is unpre-
dictable from 95 minutes. The sensor status output is 
reduced appropriately by data in the block 85–145 
minutes and all subsequent blocks. Figure 2 c demon-
strates that a sensor point fault at 83 minutes and the 
sensor status value is reduced to 0.09 by data in the block 
47–139 minutes but returned to unity by data in the block 
77–133 minutes. In response to the sensor fixed fault at 
110 minutes the sensor status value is reduced suitably by 
data in the block 110–210 minutes and all subsequent 
blocks. 

The following Tables 3, 4 shows the specification of 
features classification and accuracy of each fault class for 
network training and data testing with 100 evidence trees, 
with splitting one class variable for each split with their 
accuracy percentage against each evidence. For features 
classification, specific numbers of sample are taken by 
each sensor, and train it through proposed theory. 

The following Figure 3 presents the performance er-
rors against each targeted class. As we can observed that 
in classification of class 1 and 3; the required best epoch 
is near 32 and 26, which is not close targeted value which 
shows the less accuracy in training. Instead, class 2 is 
very adjacent and shows the healthy state of evidence 
class. 
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a 

 
b 

 
c 

Figure 2 – Confidence in different hypothesis  
at sensor 1 (a), 2 (b), and 3 (c) 

Table 3 – Specification of features classification 

Class Condition Samples 
Training 
sample 

Testing 
sample 

1 uncertainly 10 15 15 
2 healthy 10 15 15 
3 uncertainly 10 15 15 

Table 4 – Each fault class accuracy with trees structure 

Class 
Confusion matrix 

1 2 3 4 5 6 7 8 9 10 
1 10 0 0 0 0 0 5 0 0 0 
2 0 10 0 0 0 4 0 0 0 0 
3 0 0 10 0 0 0 0 0 10 0 
 

 

 
a 

 
b 

 
c 

Figure 3 – Class 1 (a), 2 (b), and 3 (c) performance 
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Figure 4 shows the error percentage of all the evidenc-
es. 

 

Figure 4 – Overall error percentage instances 

Conclusions 

This paper discussed the machine fault diagnosis using 
the sensor fusion technique D-S evidence theory. 
Through the theoretical and practically, we found this 
theory very efficient and realistic in machine fault diag-
nosis concept. A critical comparison is also performed 
between the different sensors fusion in respect to time 
which also show the accuracy percentage of D-S. The 
results shows that it effectively enhance the reliability of 
machine diagnosis and very much decreased the probabil-
ity of uncertainty. It also detects the different faults time-
ly to reduce the cause loss of throughput and significant 
financial losses among the industries. Therefore, it can be 
believed that the fault diagnosis of electric machines is a 
significant investigate topic with great potential for appli-
cation in industry. 
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Впровадження ефективної методики класифікації злиття даних для визначення 
несправностей асинхронного двигуна із застосуванням штучної нейронної мережі 

Альтаф С.1, Мехмуд М. С.2, Імран М.3 

1 Дослідницький центр мережі датчиків та інтелектуального середовища,  
Оклендський технологічний університет, м. Окленд, Нова Зеландія;  

2 Інженерна компанія “Sajid Brothers”, шлях Авайз Карні, м. Гуджарвала, Пакистан;  
3 Міністерство промисловості та виробництва, м. Ісламабад, Пакистан 

Анотація. Визначення надійності та оцінка промислової системи є важким і важливим проблемним 
завданням для інженерії керування. У цьому контексті надійність може бути охарактеризована як вірогідність 
того, що машинна мережа реалізує свої запропоновані функції в умовах спостереження впродовж певного 
часового проміжку, коли працює система машинної мережі. У цьому дослідженні застосовується метод 
одиночного датчика для діагностування несправностей залежно від ідентифікації одного параметра. На 
ранніх етапах важко діагностувати помилку машини через невизначеність у середовищі моделювання. З 
огляду на ці факти, невизначеності і двозначності в моделюванні, прийняття рішень стає складним завданням 
і призводить до значних фінансових втрат. Для подолання цих проблем між проявами несправності машини 
та оцінкою її ступеня в роботі запропоновано новий підхід із застосуванням штучного інтелекту на основі 
теорії  
Демпстера–Шафера. Ця теорія дозволяє більш точно визначати стан машини шляхом об’єднання інформації з 
різних датчиків. Результати числового експерименту демонструють високу ефективність запропонованої 
методики у порівнянні з дискретними класифікаторами з вихідними даними одиночних датчиків. 

Ключові слова: теорія Демпстера–Шафера, злиття даних, діагностування несправностей, штучна нейронна 
мережа, швидке перетворення Фур’є. 
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Abstract. In the development of model predictive controllers a significant amount of time and effort is necessary 

for the development of the empirical control models. Even if on-line measurements are available, the control models 

have to be estimated carefully. The payback time of a model predictive controller could be significantly reduced, if a 

common identification tool would be available which could be introduced in a control scheme right away. In this 

work it was developed a control system which consists of a neural network (NN) with external recurrence only, 

whose parameters are adjusted by the extended Kalman filter in real-time. The output of the neural network is used in 

a control loop to study its accuracy in a control loop. At the moment this control loop is a NN-model based minimum 

variance controller. The on-line system identification with controller was tested on a simulation of a fed-batch peni-

cillin production process to understand its behaviour in a complex environment. On every signal process and meas-

urements noise was applied. Even though the NN was never trained before, the controller did not diverge. Although it 

seemed like the on-line prediction of the NN was quite accurate, the real process was not learned yet. This was 

checked by simulating the process with the NN obtained at the end of the batch. Nevertheless the process was main-

tained under control near the wanted set-points. These results show a promising start for a model predictive controller 

using an on-line system identification method, which could greatly reduce implementation times. 

Keywords: Kalman filter, neural network, on-line training, variance control. 

1 Introduction 

Most companies have limited resources as most of the 

large central research departments have shrunken down. 

Advanced control projects have to compete with other 

cost saving projects and therefore need to have a typical 

payback time of two years. Once a control system is in-

troduced, it has to be maintained as the process configu-

ration or process conditions can change willingly or un-

wanted, for example catalyst decoking. If it would be 

possible to have a general control tool with self-tuning 

capabilities for system identification and control, imple-

mentation time and thus payback times could be greatly 

reduced. 

The proposed control and system identification system 

consist of a neural network with external recurrence, 

whose weights are adjusted by the extended Kalman fil-

ter. The neural network’s prediction is fed to a second 

extended Kalman filter which tries to obtain the set-point 

at the next sampling point. This system identification 

scheme and control structure can be seen as an adaptive 

non-linear minimum variance control (Astrom and Wit-

tenmark, 1984). 

2 Research Methodology 

2.1 System identification 

Neural networks are known to be non-linear fitters in a 

certain domain. A neural network with external recur-

rence is normally sufficient for chemical processes as 

they show slow dynamics compared with electrical 

(Haykin, 1999). 

Various neural network configurations can be seen as 

the non-linear correspondent of known linear models 

such as the models NARX, ARMAX, CARMA and state 

space models (Haykin, 1999; Rivals and Personnaz, 

1998). 

The neural network weights are adapted by the extend-

ed Kalman filter, which is implemented as the MEKA 

algorithm as first introduced by Shah and Palmiero in 

1990, as well as later by Puskoris and Feldkamp in 1991 

as the decoupled Kalman filter algorithm. In this case 

every neuron has its own extended Kalman filter  

(Figure 1). 

http://jes.sumdu.edu.ua/
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a b 

Figure 1 – Global extended Kalman Filter (a) and non-linear Kalman filtering per neuron (b) 

 

The network weights are updated in real-time by a 

Multiple Extended Kalman filter algorithm to account for 

changes in the process, whose implementation can be 

found in Scheffer et al. in 2000–2001. 

New development have taken place in improving de 

Kalman filter by replacing the derivatives for mean and 

variance calculations (Julier and Uhlmanm, 1997) and 

applying this concept to neural networks (Wan and van 

der Merwe, 2000). 

2.2 The control system 

The estimate of the recurrent neural network is fed to 

an extended Kalman filter to estimate the controller pa-

rameters or directly the manipulated variables. Here, the 

latter approach is chosen and the manipulated variable is 

directly estimated by the following dynamical system: 

 m(k + 1) = m(k) + w(k); (1) 

 yc(k) = yann,c(k) + v(k), (2) 

where m is the manipulated variable; yc – the con-

trolled variable; w and v are variables with a Gaussian 

distribution of (0, Q) and (0, R) respectively. 

The measurement d of the controlled variable is the 

desired set-point of the controlled variable. The manipu-

lated variable is one of the inputs of the recurrent neural 

network. In the application of the Kalman filter, the ob-

servation equation has to be linearised every sampling 

instance. Thus the derivative of the controlled variable to 

the manipulated variable has to be calculated, which is 

the derivative to the recurrent neural network. The deriva-

tive of a neural network can be calculated by applying the 

chain rule, which results for a two layer neural network 

in: 
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 (3) 

The controlled variable can now be updated by the 

Kalman filter: 

           .· ,int, kykykKkmkm cannsetpoc   (4) 

2.3 The penicillin production process 

Fed-batch processing is a typical example of a process 

exhibiting non-linear process dynamics. Especially, bio-

chemical processes are known to have a lot of interaction 

between their state variables and are sensible to minor 

changes in pH, dissolved oxygen concentration, and tem-

perature due to the sensitivity of the biochemical cata-

lysts. PID control behaves well in case of continuous 

processing but in batch processing the control parameters 

will never maintain optimal values due to the changing 

process conditions. Therefore this seems to be a challeng-

ing study case as it exhibits non-linear process dynamics 

and a need for a self-tuning controller (Figure 2). 

 

 

Figure 2 – The proposed non-linear  

self-tuning controller scheme 

The emphasis is put on the production phase and not 

on the growing phase where an optimal feeding strategy 

is essential in obtaining a high concentration of penicillin. 

But it is essential to keep the dissolved oxygen concentra-

tion above 30 % to ensure life conditions to the fungi.  In 

this work the feeding strategy determined by Rodrigues 

in 1999 is used and the control objective is to maintain 

the dissolved oxygen concentration at about 55 %. The 



 

 

E 24 MECHANICAL ENGINEERING: Computational Mechanics 

 

dissolved oxygen concentration is controlled by manipu-

lating the rotation speed through the mentioned non-

linear self-tuning controller. 

An essential part of the non-linear self-tuning control-

ler is the recurrent neural network identification. Three 

input and four state variables were taken to identify the 

process and are the substrate feed flow, the rotation speed 

and the air flow as input variables and the bio-mass con-

centration, the substrate concentration, the penicillin con-

centration and the dissolved oxygen concentration as state 

variables. The mentioned Kalman filter algorithm will be 

compared to the standard backpropagation algorithm. 

3 Results 

The system identification is an important part of the 

control structure. It is necessary to have a good prediction 

of the dissolved oxygen concentration of the next meas-

urement as this is used by the minimum variance control. 

Therefore the on-line prediction was studied also without 

the control structure to understand its prediction capabili-

ties. The standard back-propagation algorithm (SBP) is 

one of the few algorithms was used as a comparison as it 

is one of the few other recurrent algorithms. The parame-

ters of the standard back propagation and the Kalman 

filter algorithms were tuned and a selection was made by 

ranking them on the training error or on the simulation 

error of all the state variables as mentioned in the former 

paragraph. The simulation error was obtained by simulat-

ing again after the on-line training, which is the showing 

of every data-point only one time to the neural network. 

We would like to note that it was also tried to use the 

standard backpropgation algorithm with momentum, but 

that did not result in smaller errors than with the standard 

backpropagation algorithm. The results are presented in 

Figures 3–6. 

From the Figures 3 and 4 it can be seen the known 

fact, that the best training errors is no assurance for a 

good generalization error and is clearly seen the larger 

discrepancy between the data and the prediction in the 

simulation with the one-time trained neural network. But 

it is interesting to see that the usage of the Kalman filter 

algorithm results indeed in a better general learning. Ad-

ditionally it can be seen that the simplification of the 

global extended Kalman filter to multiple local Kalman 

filters in the MEKA algorithm penalizes the general 

learning. Additionally, the MEKA algorithm shows more 

instability in the simulation (Figure 4). 

If we turn to the tuning of the parameters, which lead 

to the best simulation error (Figures 5, 6) the situation 

becomes even more pronounced. During the training the 

prediction of the dissolved oxygen concentration with the 

backpropagation algorithm would not be suitable for 

control as the concentration prediction during the predic-

tion is not good enough. 

It is interesting to see that the instability in the MEKA 

algorithm has been transferred from the simulations error 

(Figure 4) to the training error for this case (Figure 5). 

Still the MEKA algorithm’s prediction during the training 

follows the real concentration. 

 
Figure 3 – Dissolved oxygen prediction of NN during the 

on-line training (best training error and normalized data) 

 
Figure 4 – Simulation of the same dissolved oxygen data 

with the on-line trained NN (best training error) 

 
Figure 5 – Dissolved oxygen prediction of NN during the 

on-line training (best simulation error  

and normalized data) 

 
Figure 6 – Simulation of the same dissolved oxygen data 

with the on-line trained NN (best simulation error) 
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The GEKF algorithm outperforms in this case very 

much both algorithms. Therefore there is encouragement 

to implement the unscented Kalman filter (Julier et al., 

1997) also, as this is an improvement over the extended 

Kalman filter. 

In Table 1 it is shown the errors for both cases. The er-

ror summed over all the state variables (bio-mass concen-

tration, the substrate concentration, the penicillin concen-

tration and the dissolved oxygen concentration. From the 

table, it seems that the MEKA algorithm performs better 

than the GEKF, but that is not true due to the instabilities 

as shown in Figures 4, 5. 

In Table 2 it is shown the calculation times of the dif-

ferent algorithms. Although it seems that the GEKF has a 

much higher computational costs, it still means that the 

calculation per data point is done in less than 1 second. 

The data is probably not faster available from the on-line 

measurements and therefore the GEKF would be a good 

candidate also for on-line control scheme or even be the 

favourite on-line neural network training algorithm. 

 

Table 1 – Training errors for the best training and best simulation cases of the different algorithms 

Algorithm SBP SBP MEKA MEKA GEKF GEKF 

Parameter 
Best  

training 

Best  

simulation 

Best  

simulation  

Best  

training 

Best  

simula-

tion  

Best  

training  

Quality, Q 1.25·10
–2 

1.0·10
–3 

(error·d_error/dwij)
2 

0.20 1.0·10
–8 

1.0·10
–8 

Relative error 5.09·10
6 

2.34·10
6 

1.95·10
5 

2.24·10
5 

1.35·10
6 

7.39·10
5 

 

Table 2 – Calculation times of the different algorithms  

for 1 200 data points 

Algorithm SPB MEKA GEKF 

Calculation time, s 0.08 27 409 

 

In Figures 7 and 8 it is shown the minimum variance 

control of the dissolved oxygen concentration with the 

on-line training of the recurrent neural network at the 

same time. For the moment the MEKA algorithm has 

been used and therefore it can still be gained from using 

the GEKF algorithm. It can be clearly seen that the mini-

mum variance control is better with the MEKA algo-

rithm. The Kalman filter training algorithm assure that 

the neural network training is better which results in the 

much smaller deviations at the end of the batch run. 

4 Conclusions 

The on-line training of recurrent neural networks 

should be done preferably with extended Kalman filter 

algorithms. Localizing the Kalman filter to the neuron 

level (MEKA) affects the learning of the neural network 

and therefore the implementation of the unscented Kal-

man filter algorithm could lead even to further improve-

ments for on-line training of neural networks. However, 

the simulations show that not always a good generaliza-

tion is obtained. The application of the minimum variance 

controller with the on-line training of the neural network 

showed that control could be obtained on the neural net-

works prediction without divergence of the algorithm. 

Therefore, implementation or payback time could be 

reduced by applying on-line training. 

 

 

 
Figure 7 – Estimation and minimum variance control  

of the dissolved oxygen concentration concentration  

(the recurrent neural network is trained  

with the MEKA filter algorithm) 

 

 
Figure 8 – Estimation and minimum variance control  

of the dissolved oxygen concentration concentration  

(the recurrent neural network is trained  

with the backpropagation algorithm) 
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Контрольована онлайн-система ідентифікації на основі фільтра Калмана 

Ганеш Е. Н. 

Інженерний коледж ім. Савеета, м. Кутгембаккем, 600124, Індія 

Анотація. Для розроблення прогностичних моделей контролерів витрачається відносно велика кількість 
часу та зусиль. Час окупності контролера з функцією інтелектуального прогнозування можна суттєво 
зменшити за наявності загальний інструменту ідентифікації, введеного до схеми контролю. У роботі була 
розроблена система керування, яка складається з нейронної мережі (НМ) з виключно зовнішнім повторенням, 
параметри якої регулюються розширеним фільтром Калмана у режимі реального часу. Вихід нейронної 
мережі використовується в контрольній ланці для вивчення точності контуру керування. На даний момент 
цей контур є контролером мінімальної дисперсії на основі НМ-моделі. Ідентифікація он-лайн системи з 
контролером протестована шляхом моделювання процесу виробництва пеніциліну з метою розуміння 
поведінки у складному середовищі. На кожному сигнальному процесі та вимірюванні застосовувався шум. 
Незважаючи на те, що НМ ніколи раніше не навчалась, розходження контролера не спостерігалось. Хоча 
онлайн-прогноз НМ був достатньо точним, реальний процес залишається досі не вивченим. Він був 
перевірений імітацією процесу із застосуванням НМ для отриманого кінцевого продукту. Тим не менш, цей 
процес тримався під контролем поруч із встановленими «розумними» точками. Отримані результати свідчать 
про перспективні спроби моделювання інтелектуальних контролерів із використанням методу он-лайн 
ідентифікації, що значно вкорочує час реалізації. 

Ключові слова: фільтр Калмана, нейронна мережа, онлайн-навчання, варіативний контроль. 
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Abstract. This paper presents results of the use of Big Data approach and neural network for the pipelines diagno-

sis problem. In this case the pipeline is in the conditions of crack growth of corrosion fatigue and exposed to hydro-

gen. It is proposed to use graphene protective coatings. The mathematical model for estimating the changes in the ef-

fective surface energy of WPL during plastic deformation, electrochemical overstrain, polarization potential and cur-

rent density of the metal dissolution reaction at the top of the crack on the pipeline surface during its mechanical 

loading in an aqueous electrolyte solution is given. The dissolution of the metal is considered on the juvenile surface, 

taking into account the anode and cathode regions based on the approaches of surface physics and electrochemistry. 

An element of a mathematical model is a quality functional, taking into account information flows and a sensitivity 

coefficient. Functional quality is used to specify the feedback between the investment project methodology and risk 

estimates, as well as to optimize the information flows of enterprises and improve the system of protection of metallic 

underground pipelines that operate under conditions of corrosion fatigue. The purpose of this project is to improve 

the relevant regulatory and technical documents as well as software. 

Keywords: gas pipeline, monitoring, fatigue crack, corrosion, databases, Big Data, neural network, intelligent soft-

ware, hardware, databases. 

1 Introduction 

The problem of unstructured data is related to the sep-

aration of sources, their format and quality [1, 2]. 

Underground metal gas pipelines that come in contact 

with soil electrolyte can be taken as an example. Thermo-

mechanical processing allows the yield strengths of pipe 

steels to be tailored through combinations of grain re-

finement, precipitation hardening (micro-alloying) and 

phase transformations [3]. 

Places of maximum stresses are the tips of cracks in 

the metal. Near the tips of cracks appears the influence of 

hydrogen. The influence of hydrogen leads to hydrogen 

embrittlement. That can be dangerous for metal pipelines. 

Once hydrogen has been absorbed into the steel at the 

crack tip, the mechanism(s) responsible for material dam-

age resulting from electrochemical and gaseous charging 

will be similar with most of the experimentally observed 

differences resulting from differences in the thermody-

namics and kinetics of the dissociation reactions influenc-

ing the activity of the atomic hydrogen in the crack tip 

process zone [3]. 

Control of pipelines and technical equipment should 

take the standards, other regulatory documents, criteria of 

strength and reliability into account. In result, researchers 

will receive large amounts of unstructured data (Big Da-

ta). 

It is necessary to create new methods for analyzing 

flows of information and chemical components for cor-

rect organizing, integrating and processing large data of 

underground piping systems. This is a problem of re-

search. 

2 Literature Review 

Experienced pipeline operators utilize Magnetic Flux 

Leakage (MFL) sensors to probe oil and gas pipelines for 

the purpose of localizing and sizing different defect types 

[4]. A large number of sensors is usually used to cover 

the targeted pipelines. The sensors are equally distributed 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).e6
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around the circumference of the pipeline; and every three 

millimeters the sensors measure MFL signals [4]. Thus, 

the collected raw data is so big that it makes the pipeline 

probing process difficult, exhausting and error-prone. 

Machine learning approaches such as neural networks 

have made it possible to effectively manage the complex-

ity pertaining to big data and learn their intrinsic proper-

ties [4]. Discriminant features, which characterize differ-

ent defect depth patterns, are first obtained from the raw 

data. Neural networks are then trained using these fea-

tures. The Levenberg-Marquardt back-propagation learn-

ing algorithm is adopted in the training process, during 

which the weight and bias parameters of the networks are 

tuned to optimize their performances [4]. 

The real-time text processing pipeline using open-

source big data tools which minimize the latency to pro-

cess data streams, explain it and evaluate is proposed in 

paper [5]. Proposed data processing pipeline on Apache 

Kafka for data ingestion, Apache Spark for in-memory 

data processing, Apache Cassandra for storing processed 

results, and D3 JavaScript library for visualization is new 

technology [5]. Apache Kafka is a distributed data trans-

fer system that allows to process large amounts of data in 

real-time. The effectiveness of the proposed pipeline 

under varying deployment scenarios to perform sentiment 

analysis using Twitter dataset is evaluated [5]. 

A novel model for reasoning across components of Big 

Data Pipelines in a probabilistically well-founded manner 

is proposed [6]. The interaction of components as de-

pendencies on an underlying graphical model is present-

ed. Different message passing schemes on this graphical 

model provide various inference algorithms to trade-off 

end-to-end performance and computational cost. The 

framework with an efficient beam search algorithm is 

instantiated. That demonstrates its efficiency on two Big 

Data Pipelines: parsing and relation extraction [6]. 

An infrastructure for parallel analyzing big data in or-

der to search, pattern recognition and decision-making 

based on the use of the Boolean metric of cyberspace 

measurement is proposed [7]. It is characterized by using 

only logical operation for determining the cyber-distance 

by means of cyclic closing at least one object, which 

allows significantly increasing the speed of analysis of 

large data [7]. 

Formulation of the research goals 

The purpose of this study is to organize and integrate 

informative resources of Big Data in the system of a gas 

pipeline and cathodic protection device and correspond-

ing technological, physical and chemical processes. 

System of objects and processes 

The objects of a gas transport system (GTS): metallic 

pipes; metallic and dielectric coverages; devices of cath-

ode defence; devices of anodic defence; compressors; 

devices of diagnostics and control are considered. Addi-

tional objects of research: standards and other normative 

documents; software; technological, physical and chemi-

cal processes for the enumerated objects and processes 

characteristic large amount of information (Big Data) are 

taken into consideration. 

A problem of the Big Data obtained during diagnosis 

of underground gas pipelines (UGP) and devices by 

means of contactless current measurements (CCM) is 

raised [8]. 

3 Research Methodology 

3.1 Mathematical modeling of pipelines in the 

conditions of corrosive fatigue 

The presence of fatigue cracks on the surface of metal-

lic underground pipelines emphasise the problem of cal-

culation values of strength characteristics at the action of 

corrosive environments that did not find the complete 

decision nowadays. In this connection it is necessary to 

correct the row of defects and normative and technical 

documents related to insufficient actuality of correspond-

ing. 

In normative documents from exploitation of construc-

tion elements on this time the reasonable norms of legit-

imate values of corrosive damages, reduction of bearing 

strength of construction elements are absent. It creates 

complications in the ground of normative terms of exploi-

tation and evaluation of the maximum state of metallic 

constructions, in planning of charges on exploitation of 

construction elements and repair and restoration work. 

An object of researches is underground metallic pipe-

lines that are in the conditions of corrosion-fatigue de-

struction. The subject of a study is normative document. 

It is expedient to specify and perfect on the basis of the 

information acquiring of results monitoring of under-

ground metallic pipelines functioning. 

It is important to formulate the criterion and scientifi-

cally reasonable recommendations for providing of quali-

ty of underground metallic pipelines exploitation in the 

conditions of fatigue and influence of aggressive envi-

ronment, and also forming of normative principles in 

sphere of pipeline transport. 

Only underground main gas pipelines in the ground 

electrolyte in the conditions of low cycle fatigue should 

be considered. For the improvement of normative docu-

ments it is expedient to build a complex mathematical 

model, which will unite the physical and chemical model 

of corrosion-fatigue processes, model of piling up de-

scription of damages in metals and theory of risks ele-

ments. 

Equation that binds length of fatigue corrosive crack 

and amount of cycles of loading to the coefficient of in-

tensity of mechanical tensions is used for the modeling of 

speed increasing of fatigue crack on the middle rectilinear 

area of kinetic curve. Corresponding equation is im-

proved for a metal in corrosive environment and the pH-

value of environment. The electrode potential of metal is 

also taken into account. 

For the base model of damage accumulation for metals 

in the conditions of irregular deformation based on the 

curvilinear change of damages model and energetic char-

acteristics are used near description of process of low 

cycle fatigue. It is a base on criterion of fatigue strength. 
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Critical specific work that answers the origin of fatigue 

crack is included in a criterion. 

Equation, power descriptions of metal and function of 

relative value of amplitude intensity of tensions, that 

characterizes the degree of mechanism influence of fa-

tigue on the fatigue curve is also used for description of 

the irregular cyclic loading of metal. Evolutional equation 

is written in for the modeling of low cycle fatigue of met-

als. 

Correlation for description of low cycle corrosion fa-

tigue of material in metallic underground pipelines is 

complemented by equations for the evaluation of risks 

within the limits of investment project that executes cor-

responding organization (enterprise). 

The functional of quality is used for receiving a feed-

back in methodology of risk evaluation of investment 

project and for optimization of informative streams of 

enterprise and improvement of the defence system of 

metallic underground pipelines from a corrosive fatigue. 

The aim of that application is the improvement of the 

corresponding normative and technical providing and 

software. 

In zones with non-stationary plasticity strain it is ex-

pedient to use the criteria of adhesion strength, biocorro-

sive aggressiveness of soils, mechanical criterion for the 

coefficient of intensity of tensions (the overstrain of cor-

rosive process takes into account), the criterion of corro-

sive stability of pitting, criterion correlation for the evalu-

ation of speed of stability corrosion of metal in the defect 

of isolating coverage together with entered by diagnostic 

weight of signs and diagnostic value of inspections, that 

will complement, specify and perfect the system of the 

corrosive monitoring of pipelines and be used for control 

of corrosive process. With their help described and regu-

lated by a state standard optimization of terms of con-

struction elements defence of oil and gas industry can be 

conducted. 

As a result a new complex mathematical model in rela-

tion to upgrading of corrosion protection  of metallic 

underground pipelines from positions of corrosion fa-

tigue, electrochemistry, physics of surface processes, 

mechanics of destruction and theory of risks is offered. 

The conducted modeling takes piling up of damages in 

metals into account and allows to study the mechanisms 

of distribution of corrosive fatigue cracks in underground 

metallic pipelines that are in aggressive environments, in 

particular, in saltwater and ground electrolyte. The results 

of mathematical modeling are the basis of methodology 

development and improvement of normative and tech-

nical documents for metallic underground pipelines, that 

are under the action of the regular and irregular cyclic 

loading in the conditions of low cycle corrosive fatigue. 

The joint use of corrosive fatigue criteria and corrosive 

monitoring criteria of pipelines offered in this article will 

allow to study in detail the mechanisms of distribution of 

corrosive fatigue cracks in underground metallic pipe-

lines that are in aggressive environments from positions 

of corrosive fatigue, electrochemistry, physics of surface 

processes, mechanics of fracture and theory of risks. 

For optimizing information flows Рk the functional of 

quality J(Pk,FB(Pk)) with calculation for sensitivity coef-

ficient β is used [9]: 

,),,,())(,(

0

optdtsuyfPFBPJ
kt

t

kk        (1) 

where y  – vector of specific impacts (yj(t) – vector 

components (key parameters for the GTS), j = 1,2,…, n); 

u  – control vector of information flows; s  – vector of 

indeterminate perturbations; Рk – information flows for 

the GTS and security system (k = 1, 2, …, m); m – total 

number of information flows Рk considered in the given 

GTS; [t0, tk] – time interval, in which the process is con-

sidered (formation of optimal values of parameters corre-

sponding to Рk; ),,,( suyf  – function reflecting quality 

index;  – sensitivity coefficient; FB(Рk) – function char-

acterizing inverse relationship between flows Рk and pro-

ject’s environment with accounting for sensitivity coeffi-

cient β and expert opinions; opt – optimization symbol; 

t – time. 

3.2 GTS protection system and Big Data 

To protect the system (GTS) and related software, we 

recommend using the scientific work algorithm [10]. 

This algorithm (stages) allows the following [10]: 

1. The data owner describes which data user will grant 

the access to certain data under specified constraints, and 

generates a policy rule, then sends the rule to the trusted 

authority. 

2. The data owner encrypts the data with the encryp-

tion key, and then stores encrypted data in the database. 

3. The encrypted data is sent into the Kafka cluster 

which is comprised of one or more servers each of which 

is called a broker. 

4. The data consumer sends a request to the trusted au-

thority for data access, which involves passing on the 

sticky policy. 

5. The trusted authority checks policies, potentially in-

cluding challenges to the data user. 

6. If all the policy checks are fulfilled and validated, 

the trusted authority releases the private decryption key to 

the data consumer. 

7. The data consumer can get the encrypted data from 

the kafka and decrypt it by using the decryption key. 

3.3 Prospect of pipelines defence from 

corrosion with the help of graphene coverages 

Graphene layers as corrosion resistant films are pre-

sented [10]. Mild steel coupons were coated from the 

synthesized graphene solution. Three layers of graphene 

films were able to reduce the corrosion rate by 99 % [11]. 

Further work needs to be done to test the durability of 

the graphene films and its resistance to corrosion with 

respect to time [12]. 

Besides having a unique mechanical and electronic 

properties [12], graphene coating has broad prospects for 

practical application in specific structural and functional 

materials [12, 13]. 
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4 Results 

An object of the research is the metal under mechani-
cal stress with a surface crack in aqueous electrolyte solu-
tion. Destruction of passive films, a juvenile surface (JS) 

with width  and zone of plastic deformation occurs at 
the crack tip under the action of stress [14]. A geomet-

rical parameter   at the crack tip in a first approximation 

is interpreted as its opening 1С. The crack tip and, in 
particular, JS spreads into the depth of body under me-
chanical stress and corrosive environment. The cathodic 
and anodic electrochemical reactions occur at the crack 
tip region. Corrosive dissolution corresponds to the anod-
ic reaction of metal. The crack tip (JS) is interpreted as an 
anode (А), beyond it on sides it is interpreted as a cathode 
area (K) [14]. The system “A – К” presents an electro-
chemical pair. 

On the basis of the correlations [14] coefficient of 
stress intensity (KSI) K1SCC is related to crack opening δ1С 

and overstrain  of reaction of dissolution of metal by 
next formulas (2): 

 ,
1

121 CTsiSCC E
M

FzWPL
E

K 

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




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
  (2) 

where zsi – microcrack, m; М – is molecular mass of 

metal, g/mol
-1

; К1SCC – is a threshold value KSI, that is 
minimum value that corresponds to the beginning of cor-
rosion crack propagation; WPL – is specific energy 
spending on the plastic deformation of surface layer of 

body during formation of new (juvenile) surface; E,  – is 
the modulus of longitudinal elasticity (Young’s modulus) 
of material is a formal charge of the solvated ions;  

F = 96 500 Cmol
-1

 – Faraday constant; δ – is an impend-
ing front of and Poisson’s ratio. 

An electrochemical overstrain is a deviation of elec-
trode potential from its equilibrium (in relation to solu-
tion near the electrode) thermodynamics value during 
polarization of electrode under electric current [14]. 

The empiric correlation that binds KSI to WPL is set in 
article [14] based on research results of pin (contact) 
deformation of different brands of steel (Poland: 15GA, 
EU: 20MoCr2-2, USA: A 516-55, etc.): 
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Correlation (Kaesche) for the current density ia in the 
crack tip according to the paper [14] is: 
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
  (4) 

where  – is an angle of the crack tip;  – is conduc-

tivity of electrolyte; ak – is a change of potential be-
tween anodic and cathodic parts; с – is a depth of crack. 
Expression (4) is submitted for a crack in a unstressed 
metal. In actual use of construction elements, in particular 
pipelines, it is necessary to take diagnostic method and 

the terms of corrosion stress into account [14, 15]. There-
fore correlation (4) should be generalized by addition of 
information about mechanical parameters and characteris-
tics. 

Correlations (1)–(4) present a mathematical model for 
change estimating of effective surface energy WPL dur-
ing a plastic deformation, electrochemical overstrain and 
density of current of reaction of dissolution of metal in 
the crack tip on the surface of metal at its mechanical 
stress in aqueous electrolyte solution. Such type of re-
search is required by the uses of Big Data. 

For example we will use the experimental data that 
approximate dependence as Tafel correlation for the 
evaluation of influence of mechanical stress tension on 
intensity of corrosive processes in Steel 20, that is in 3 % 
solution of NaCl, in particular, in the crack tip in the 
moment of fracture of passive films, when the anodic 
current of ia grows substantially [12]: 

 ,   ),/exp( 00 aa EEDEaDEii   (5) 

where i0 is the corrosive current; a is a Tafel parameter 
of anodic process; E0, Ea is the corrosion potential and 
potential for anodic process. The polarization potential EP 
of the metal surface (pipeline) in [8] is presented. 

We will use the correlation: 

 ) , , ,( 0 aP EEDEfE  . (6) 

A mathematical model (1)–(6) is developed for the 
evaluation of surface energy of plastic deformation, over-
strain, polarization potential and density of current of 
metal dissolution reaction in the crack tip for the metal 
(steel) loaded in aqueous electrolyte solution on the basis 
of approaches of surface physics and electrochemistry. 
Dissolution of metal is considered on a juvenile surface 
taking into account a stress intensity coefficient (KSI). 

We propose to use the information of Big Data in the 
process of neural network spectral analysis, which is able 
to adapt to requirements of a specific sensor [16]. Such 
component features with high reliability, ability to adapt 
to a specific application, and usage of design principles 
ensuring the possibility of a simple expansion of the in-
telligent component potential by means of completion 
with new algorithmic solutions [16]. 

Let’s formulate general information on data collection 
(Big Data) regarding pipelines and their processing: 

1. Analysis of processes. 
2. Modeling. 
3. Monitoring using device БВС-K [8]. 
4. Data mining. 
5. Optimization of information. 
6. Optimization of development processes. 
7. Assessment of production risks for pipelines. 
8. Statistical methods of information analysis. 
9. Application of methods of machine learning. 
10. Obtaining stable estimates of model parameters. 
11. Construction of prediction and an estimation of a 

resource of pipelines on the basis of the learned models. 
12. Decision-making regarding repair terms. 
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5 Conclusions 

A mathematical model (1)–(6) is developed for the 

evaluation of surface energy of plastic deformation, over-

strain, polarization potential and density of current of 

metal dissolution reaction in the crack tip for the metal 

(steel) loaded in aqueous electrolyte solution on the basis 

of approaches of surface physics and electrochemistry. 

Dissolution of metal is considered on a juvenile surface 

taking into account a stress intensity coefficient. 

The general principles for the selection of information 

concerning the monitoring of underground pipelines 

based on Big Data technology as a result of data pro-

cessing and the corresponding algorithm are formulated. 

A method of functioning of intelligent software and 

hardware complex for the monitoring system of a metal 

gas pipelines and security system using Big Data is pro-

posed. 

In this paper the Big Data methodology is improved 

due to functional of quality application, micro and macro 

processes and inverse relationships. 
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Застосування підходу Big Data для сталевих трубопроводів в умовах корозійної втоми 

Скриньковський Р. М.1, Юзевич Л. В.2, 3, Огірко О. І.4, Павловські Г.5 
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2 Національний університет “Львівська політехніка”, вул. Степана Бандери, 12, м. Львів, 79013, Україна; 
3 Фізико-механічний інститут ім. Г. В. Карпенка НАН України, вул. Наукова, 5, м. Львів, 79060, Україна; 

4 Львівський державний університет внутрішніх справ, вул. Городоцька, 26, м. Львів, 79007, Україна; 
5 Компанія “Zaklad Handlowo-Uslugowy BHP”, вул. Костшинська, 17, м. Гужиця, 69-113, Польща 

Анотація. У роботі подано результати використання підходів Big Data та нейронних мереж для 
діагностування трубопроводів. Приймаємо до уваги, що на поверхні трубопроводу знаходяться втомні 
корозійні тріщини і метал піддається впливу водню. Запропоновано використовувати графенові захисні 
покриття. Наведено елементи математичної моделі для оцінювання змін ефективної поверхневої енергії WPL 
під час пластичної деформації, електрохімічного перенапруження, поляризаційного потенціалу та густини 
струму реакції розчинення металу у вершині тріщини на поверхні трубопроводу під час його механічного 
навантаження у водному розчині електроліту. Розчинення металу розглядаємо на ювенільній поверхні з 
урахуванням анодної та катодної ділянок на основі підходів фізики поверхні та електрохімії. Елементом 
математичної моделі є функціонал якості з урахуванням інформаційних потоків та коефіцієнта чутливості. 
Функціонал якості використовуємо для конкретизації зворотного зв'язку між методологією інвестиційного 
проекту та оцінками ризику, а також для оптимізації інформаційних потоків підприємств та вдосконалення 
системи захисту металевих підземних трубопроводів, які функціонують в умовах корозійної втоми. Метою 
цього проекту є вдосконалення відповідних нормативних та технічних документів, а також програмного 
забезпечення. 

Ключові слова: газопровід, моніторинг, тріщина втоми, корозія, бази даних, великі дані, нейронна мережа, 
інтелектуальне програмне забезпечення, апаратні засоби, бази даних. 
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Abstract. The process of Сd2+ and Zn2+ cations transfer through the cation exchange membrane  

RALEX®CM-PES 11-66 in double-chamber electrolyzer was investigated. Anodic chamber electrolyte (analyte) 

contained model solutions which imitates galvanic baths composition for passivation processes. The analyte con-

tained 50 g/l sodium dichromate and 10 g/l sulfuric acid as main substances and impurities of Сd2+ and Zn2+ cations 

in amount of 2.5 g/l of each. The electrolyte of cathode chamber is catholyte, contained 1 % solution of sulfuric acid. 

The titanium grade BT-0 and lead grade C-0 were used as cathode and anode respectively. Cathode processes con-

nected with processes of ion migration through the membrane and metal release on cathode were studied. The crea-

tion of volt-ampere curves in galvanodynamic mode was supplied by impulse potentiometer, tool for combined 

measurements and silver chloride reference electrode. An increase of cathode overvoltage in the presence of cadmi-

um ions and decrease of cathode potential with the increase of temperature were proved. The pH range for intensive 

reduction of metals was determined during investigations. Scanning electron microscopy with X-ray analysis was 

used for estimation of cathode deposits elemental composition. It was established that metal atoms of cadmium and 

zinc were presented in cathode deposits. Transference numbers of ions through cationic membrane were calculated 

for cadmium and mixture of cations proved the effectiveness of chromium and zinc ions extraction from chromium 

containing solutions. This process provides regeneration of galvanic solutions and maintains stable composition of 

passivation bath. 

Keywords: electrolysis, galvanic solution, ion-exchange membrane, chromium-containing solution, cadmium cati-

ons, zinc cations. 

1 Introduction 

High aggressivity of hexavalent chromium-based solu-
tions in galvanic production sewage waters causes signif-
icant environmental hazard. The Cr

6+
 compounds have 

toxic properties, take mutagenic and carcinogenic impact 
on living organisms [1, 2]. The sources of such pollution 
are not only flushing waters, but also exhausted concen-
trated solutions of process baths [3]. The examples can be 
brightening and passivating bath solutions containing up 
to 100–200 g/l of hexavalent chromium compounds. Ac-
tive employment of such baths results in hexavalent 
chromium reduction, while solutions accumulate heavy-
metal ions. At the same time, the ratio of the essential 
components in these baths changes, that entails the need 
for adjustment by adding new portions of reagents. That 
leads to instability in bath operation and declining quality 
of coating [4]. In order to eliminate those defects, the 
contents of the baths must be replaced, while exhausted 
concentrated solutions are liable to be discharged into 

sediment tanks. The volley character of emptying doesn’t 
allow treating facilities to neutralize toxic wastes com-
pletely that causes the risk of environmental pollution. 
Besides, when discharging hexavalent chromium com-
pounds as a waste, the enterprise irretrievably loses the 
valuable component necessary for technological opera-
tions in the electroplating shop. The high level of solution 
contamination resulted from electroplating production, 
the presence of numerous organic compounds make it 
difficult to use reverse osmosis. The development and 
implementation of membrane-type electrochemical de-
vices with the simultaneous return of the valuable com-
ponents into production (in the form of commercial prod-
ucts and secondary raw materials) has been the only radi-
cal solution to the emerging problem so far. In this case, 
electrolysis with ion-exchange membranes is the most 
perspective treatment for such runoff [5, 6]. 

The electromembrane processes can be found in the 
submersible electrochemical modules. The feature of the 
processes taking place in these devices consists in the fact 

http://jes.sumdu.edu.ua/
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that the separation of the components occurs with the 
help of anionic or cationic membranes within the electro-
lytic module [7, 8]. Regeneration is carried out in batch-
type electrolysers (electrolytic cells) with the premium 
brand membranes (MK-40, MA-40) [9]. Process solu-
tions of rinsing baths or sulfuric acid solutions [3] are 
used as catholyte and anolyte depending on the type of 
electrolyser and the purpose of the process. Electrolysis is 
carried out using anodes and cathodes manufactured from 
different materials (e. g. platinized titanium, lead, steel) 
[10, 11]. 

In order to research the impact of individual techno-

logical parameters on membranous electrolyser operation, 
the given research explores the voltampere characteristics 
of the cathode and anode process, as well as the influence 
of temperature, electrolyte composition and medium acid-
ity on the migration and electrochemical reduction of 
metal ions. Modeling of electrolyte composition proceed-
ed from the features of the processes in real galvanic 
passivating baths [11]. These processes require the solu-
tions with hexavalent chromium compounds. In such 
solutions as a result of operation hexavalent chromium 
gets reduced to Cr

3+
 from chromate (CrO4

2–
) and dichro-

mate (Cr2O7
2–

) ions, while work zinc or cadmium coating 
dissolves. Consequently, ions of trivalent chromium and 
dissolving metal get accumulated in the solutions in ac-
cordance with the reaction equations (1) and (2): 

 3Zn + 2CrO4
2–

 + 16H
+→ 3Zn2+

+ 2Cr
3+

 + 8H2O; (1) 

 3Cd + Cr2O7
2–

 + 14H
+→ 3Cd2+

+ 2Cr
3+

 + 7H2O. (2) 

The accumulated ions of heavy metals, trivalent chro-
mium with simultaneous deacidification make these solu-
tions unserviceable. Considering the composition of pas-
sivating baths, as well as availability of the mentioned 
zinc [12, 13] and cadmium ions and trivalent chromium 
there, bath compositions were modeled under laboratory 
conditions by adding the defined amounts of salts of the 
specified metals to electrolyte which was subjected to 
electromembrane process [3, 14]. 

Due to the abovementioned, the objective of the work 
is to study the electrochemical regularities of membrane 
electrolysis of chromium-containing solutions which will 
allow to multiply the lifetime of galvanic baths and pre-
vent the entry of toxic Cr

6+
 ions into the environment. 

2 Research Methodology 

In order to study the effect of different parameters on 
chromic solutions regeneration, the two-chamber electro-
lyser МЕCk (electrochemical cationic module) was pro-
duced inclusive of anode and cathode chambers separated 
by a cation-exchange membrane (Figure 1). 

The external anode was dipped into the anode chamber 
that simulated a passivating bath. The cation-exchange 
membrane RALEX®CM-PES 11-66 was installed so that 
it formed one of the cathode chamber walls from the 
anode side. Filter cloth was tightly attached to the mem-
brane from the anode side. The presence of filter cloth 
prevented from rapid membrane blinding [7]. 

 

 

Figure 1 – The diagram of membrane external-anode electrolys-

er: 1 – cathode chamber body; 2 – internal electrode-cathode; 3 

– ion-exchange membrane; 4 – external electrode-anode;  

5 – chromic solution chamber; 6 – filter cloth 

The anode material is lead (C2 grade), the cathode ma-

terial is titanium. Cathode and anode areas are SK = 0.3 

dm
2
 and SA = 0.72 dm

2
 respectively. The 10 dm

3
 anode 

chamber was filled with chromiс solution of the follow-

ing concentration: Na2Cr2O7 – 50 g/l, H2SO4 – 10 g/l. In 

order to simulate the bath operating conditions, cation-

containing compounds of the respective metals Zn
2+

, Cd
2+

 

and Cr
3+

. were added to anodic solution. The content of 

the added ions in anodic solution (anolyte) complied with 

the concentration of 2.5 g/l for each ion. The 1 dm³  

cathode chamber was filled with cathode liquor (catho-

lyte) – 1 % sulfuric acid solution. Electrolysis was carried 

out at current density of 0.3–3.0 A/dm
2
 and 3–9 V volt-

age. Throughout the process, the catholyte’s pH was be-

ing monitored. Cathode deposit was examined by scan-

ning electron microscopy. 

3 Results 

As a primary method for studying electrical reduction 

of metal ions in chromic solution, we used the voltamme-

try method with linear potential sweep. Voltammograms 

were recorded in a galvanic-dynamic mode by means of 

the PI-50-1.1 pulse potentiostat and the Victor VC88C 

multimeter. To measure electrode potential drop, a silver-

chloride reference electrode was employed [13]. The 

measurement results showed that with current strength 

growth, the anode potential changed insignificantly (no 

more than 0.1–0.2 V). The anode process is related to 

oxygen release and partial oxidation of trivalent chromi-

um ions in Cr2O7
2–

 [1]. 

Voltammograms of zinc and cadmium reduction on 

the cathode in the cathode chamber are presented in  

Figure 2. 

Voltammograms of zinc and cadmium reduction on 

the cathode in the cathode chamber are presented in  

Figure 2. As follows from the graphs of electrode poten-

tial shift dependencies on current density, the presence of 

metal cation impurity reduces the overvoltage on the 

cathode (curves 2 and 3). However, it should be noted 

that the contribution of each of metal ions to the general 

decline in overvoltage is not the same. 
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Figure 2 – Voltammogramsof cathodic electroreduction of 

metalsattheir migration through a cation-exchange membrane:  

1, 2, 3 – at electrolyte temperature of 14 °C; 4, 5, 1 – at 30 °C –
an anolyte does not contain metal ions able to be deposited  

on the cathode; 2 – anolyte additionally contains Zn2+ ions 

(2.5 g/l); 3 – anolyte additionally contains Zn2+ ions (2.5 g/l) 

and Cd2+ (2.5 g/l); 4 – anolyte does not contain metal ions able 

to be deposited on the cathode; 5 – anolyte additionally contains 

Zn2+ ions (2.5 g/l) 

Figure 3 presents voltammograms for electrolytes sep-

arately containing zinc and cadmium cations 1 and 2 

respectively. As can be seen, the presence of cadmium 

ions significantly extends the cathode potential which 

seems to be connected with the increased conductivity of 

electrolyte. 

Besides, the cathodic process is affected by the tem-

perature (Figure 2). As the temperature rises, the electro-

lytic conductivity increases. This is connected with the 

reduced viscosity of solution (thinning) and increased 

mobility of ions. In addition, the increased temperature 

stimulates the increased number of active ions, contrib-

utes to the decrement of the effective radius of ions as a 

result of their shells dehydration. 

The increase in electroconductivity reduces cathodic 

polarization (Figure 2, curves 4, 5). Electrode depolariza-

tion provides more active product deposition. 

While studying the chemism of the ongoing electrode 

reactions, we can assume the resulting products. Thus, the 

following reactions can occur on the cathode and in cath-

ode liquor (catholyte) during the electricity flow: 

 Zn
2+

+ 2e = Zn; (3) 

 Cd
2+

+ 2e = Cd; (4) 

 2H3O
+
+ 2e = H2 + 2H2O; (5) 

 2H2O + 2e = H2+ 2OH
–
. (6) 

Trivalent chromium ions which are generated in the 

process of chrome plating in anodic solution in practice 

are not expected to pass to catholyte or be deposited on 

the cathode. They oxidize on the anode forming Cr2O7
2–

 

[9]. However, as our research has shown, insignificant 

amounts of chromium compounds can still migrate to the 

cathode, but their presence is not more than 1 % of the 

total amount of precipitate on the cathode (Figures 4, 5). 

 

Figure 3 – Voltammograms of cathodic electroreduction of 

metal sat their migration through a cation-exchange membrane 

at electrolyte temperature of 14 °C: 1 – anolyte contains Zn2+ 

ions (2.5 g/l); 2 – anolyte contains Cd2+ ions (2.5 g/l);  

3 – anolyte contains Cd2+ ions (2.5 g/l), Zn2+ ions (2.5 g/l)  

and Cr3+ ions (2.5 g/l) 

As can be seen from the above-mentioned reactions, 5 

and 6 cause the change in cathodic pH medium. Change 

in catholyte’s acidity, its shift towards the alkaline side, 

leads to the drop of electrical conductivity of solution and 

formation of flaked insoluble metal hydroxides that result 

in module efficiency decrement. 

X-ray microanalysis conducted using the scanning 

electron microscope REM-106-i (manufactured by 

“SELMI”, Ukraine) allowed determination of chemical 

elements in the samples of the studied cathodic deposits 

on the basis of energy values of the characteristic X-ray 

peaks of each chemical element [15, 16]. To determine 

the elementary composition the samples were placed on a 

double-sided carbon adhesive tape. The prepared samples 

were placed in the electron microscope and examined at 

accelerating 20 kV voltage in the secondary-electron 

mode within the range of electro-optical magnification 

from 600 to 6 000 times (Figures 4, 5). 

The accomplished analysis of cathode deposits formed 

at module operation with electron microscopy employ-

ment demonstrated that there were metal atoms in depos-

its which initially had not been available within catholyte. 

The spectrograms display the metals that were added to 

dichromate anodic solution – namely, cadmium and zinc. 

Their percentage in the deposit reaches 95–98 %. It 

should be noted that in case of their joint presence, cad-

mium content as much as 2 times exceeds zinc content. 

As to chromium, its presence in the deposit makes only a 

fraction of a percent and is considered to be negligible 

[11] (Table 1). 

For the purpose of setting optimal pH values in catho-

lyte, the change in the solution acidity in the process of 

electrolysis was under investigation. Simultaneously, the 

research of cathodic deposition products in the form of 

deposited metal was carried out at current strength of 

0.7 A over the period from 1 up to 12 hours. The corre-

sponding results are presented in Table 1. 
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a 

 

 

 
b 

Figure 4 – REM photographs of cathodic deposit samples when the module is operated: a – anodic solution (anolyte)  

contains Cd2+ ions (2.5 g/l); b – anolyte contains Zn2+ ions (2.5 g/l) and Cd2+ (2.5 g/l) 

 

 

 
a 

 
b 

Figure 5 – Spectrograms of cathode deposit samples and the results of microanalysis: a – the anolyte contains Cd2+ ions (2.5 g/l) 

(Figure 4 a); b – the anolyte contains Zn2+ ions (2.5 g/l) and Cd2+ (2.5 g/l) (Figure 4 b) 
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Table 1 – Changes in the catholyte acidity and the mass of metals deposited on the cathode at electrochemical module operation 

Module  

operating time 

Catholyte pH value Masses of metals on the cathode, (operational) 

Anolyte with  

the only impurity of  

Сd
2+

 

Anolyte with  

the impurities of  

Zn
2+

,Сd
2+

 Cr
3+

 

Anolyte with  

the only impurity of  

Сd
2+

 

Anolyte with  

the impurities of  

Zn
2+

,Сd
2+

 Cr
3+

 

1 1.00 1.00 0.000 0.00 

3 1.30 1.30 0.020 0.02 

6 1.41 1.50 0.080 0.15 

9 1.61 1.65 0.253 0.37 

12 2.07 1.86 0.333 0.47 

 

From the values presented in the table, it is possible to 

determine that the greatest amount of deposited metal is 

observed at 1.5–1.8 pH values. This corresponds to the 

highest electrical conductivity of catholyte solution. At a 

pH less than 1.5, hydrogen is actively reducts at the cath-

ode which interferes with the metal recovery process, and 

at pH greater than 1.8-2, insoluble metal hydroxides 

begin to form in the catholyte which also inhibits with the 

process. Over 12 hours of module operation, the cathodic 

pH increases insignificantly. It should be noticed that 

over the next 3 hours (13th, 14th and 15th hour) pH rises 

dramatically up to 5-6. At the same time the release of 

metal on the cathode practically ceases and the presence 

of insoluble hydroxides in the catholyte increases [14]. In 

this case metal deposition on the cathode is practically 

terminated, whereas the presence of insoluble hydroxides 

in cathode liquor increases. Matching of yield of metal 

resulting from electrolysis for every 3 hours with the 

change in catholyte pH is presented on the diagram  

(Figure 6). 
 

 

Figure 6 – Change in catholyte pH and mass of metals deposited 

on the cathode over the periods of module operation: 1, 3, 6, 9, 

and 12 hours at the electrolyte temperature of 14 °C:  

1 – catholyte pH; 2 – anolyte contains Zn2+ ions (2.5 g/l);  

3 – anolyte contains ions of Zn2+ (2.5 g/l) and Cd2+ (2.5 g/l) 

The data presented in Table 1 and Figure 6 makes it 

possible to calculate the numbers of metal ion transfer 

from the regenerated solution (anolyte) to catholyte. The 

transfer numbers of metal ions from the anolyte to the 

catholyte through the cation-exchange membrane were 

calculated taking into account the change of the volumes 

of these solutions. In the electrolysis process the volume 

of the catholyte was slightly increasing and the anolyte 

volume was decreasing, which is due to the migration of 

water. The ion transfer numbers for both cadmium and a 

mixture of cations are 0.011–0.009 respectively. In spite 

of this, about 13 % of cadmium and 11 % of cadmium 

and zinc ions were removed during 12 hours of the mod-

ule operation when they were both in the anolyte. 

4 Conclusions 

The investigation of the electrolysis of chromium-

containing solutions using a module with a cation-

exchange membrane showed that this process allows the 

solution to be regenerated by extracting metal ions that 

contaminates it. The study of the specific indicators and 

characteristics of this process showed the following. 

Volt-ampere characteristics taken in galvanostatic 

mode indicate a significant overvoltage at the cathode in 

the presence of metal ions (Cd
2+

), which is due to the 

membrane resistance. 

Temperature affects the cathode potential. With the 

temperature increasing, the polarization of the cathode 

decreases, that contributes to a more efficient conduct of 

the process. 

Using the method of electron microscopy with the 

functions of X-ray phase microanalysis it is established 

that cadmium and zinc metal atoms are present in the 

composition of cathode deposit that were in the anolyte as 

impurities. 

The cathode metal reduction depends on the medium 

acidity. In the course of the research, the pH interval was 

assigned at which the process of electrolysis is the most 

intensive. It corresponds to the values of 1.5–1.8. With 

the further pH increasing the electrolyte conductivity 

decreases due to the formation of insoluble hydroxides in 

the catholyte. Besides, it should be noticed, that metal 

reduction is complicated by a parallel cathodic reaction – 

hydrogen release, especially at a pH of less than 1.3. 

The efficiency indicators of cadmium and zinc ions ex-

traction from chromium-containing solutions allows to 

maintain a stable composition of the baths and complete-

ly to eliminate the discharge of toxic substances and 

heavy metal compounds into the sewage. 
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Мембранні процеси при регенерації гальванічного розчину 
Сердюк В. О.
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2
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Анотація. Досліджено процес перенесення катіонів Сd2+ і Zn2+ через кат іонообмінну мембрану 
RALEX®CM-PES 11-66 у двокамерному електролізері. Електроліт анодної камери (аноліт) містив модельний 
розчин, що імітував склад гальванічних ванн для процесів пасивації, зокреема натрій дихромат (50 г/л) і 
сульфатну кислоту (10 г/л) як основні компоненти, а також як домішку – катіони Сd2+ і Zn2+ у кількості по 
2,5 г/л кожного. Електроліт катодної камери (католіт) містив 1 % розчин сульфатної кислоти. Як катод 
використовувався титан ВТ-0, як анод – свинець С-0. У результаті вивчені катодні процеси, що пов’язані із 
міграцією йонів крізь мембрану та виділенням металів на катоді. Використано метод побудови 
вольтамперних кривих у гальванодинамічному режимі за допомогою імпульсного потенціостату, приладів 

комбінованих вимірювань і хлор-срібного електроду порівняння. Доведено зростання перенапруги на катоді 
у присутності йонів кадмію та зниження потенціалу катода при підвищенні температури. У ході досліджень 
встановлений інтервал рН, для якого процес катодного відновлення металів є найінтенсивнішим. 

Використано метод скануючої електронної мікроскопії з функцією рентгенівського мікроаналізу для 
визначення елементарного складу катодних осадів. Встановлено, що до складу осадів на катоді входять атоми 
кадмію та цинку. Розраховані числа перенесення йонів крізь катіонообмінну мембрану для кадмію і для 
суміші катіонів, що підтверджує ефективність вилучення йонів кадмію та цинку із хромовмісних розчинів. 
Цей процес дозволяє регенерувати гальванічні розчини та підтримувати стабільний склад ванн пасивування. 

Ключові слова: електроліз, гальванічний розчин, іонообмінна мембрана, хромовмісний розчин, катіони 
кадмію, катіони цинку. 
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Abstract. Application of evaporative air cooling in various technologies allows reducing energy costs for improv-

ing environmental performance. Considering the promise of using air coolers with a capillary-porous structure, a 

mathematical model of the working process for such devices of contact heat of mass transfer was developed. The 

model takes into account the completeness of the process with temperature efficiency equal to 0.6–0.7 at constant wa-

ter temperature at the temperature level of the wet thermometer. The estimation of energy efficiency of the air cooler 

on the basis of the exergent method of thermodynamic analysis is proposed. As a result, the thermophysical and de-

sign model of evaporative cooling of air in air-cooled contact type with capillary-porous structures was developed. 

The proposed method of cooling air is characterized by the following advantages the lowest water consumption per 

unit of heat exchange surface compared with other methods (e. g. spray nozzles), as well as zero discharge of drip 

liquid, which does not require further separation. Finally, the estimation of energy efficiency of the air vent is pro-

posed on the basis of the exergent method of thermodynamic analysis. 

Keywords: evaporative cooling, capillary-porous structure, thermophysical modelling, exergy efficiency.

1 Introduction 

Evaporative cooling of water and atmospheric air is 
one of the first ways to implement artificial cold in the 
history of human development. Modern problems in low-
energy energy and environment require the search for 
alternative solutions in the field of climate technology. 
Evaporative cooling is a non-mechanical way, but its 
efficiency is significantly limited by climatic conditions. 
At the same time, interest in the possibilities of evapora-
tive coolers has increased in recent years, due to their low 
energy consumption and environmental cleanliness [1–3]. 

Among the technical systems for which evaporative 
cooling can significantly improve the thermoeconomic 
efficiency are compressor and gas turbine units. As it is 
known, when working compressor plants with compres-
sion of atmospheric air there is a deviation of the regime 
parameters from the nominal due to changes in the ther-
mal parameters of the air at the input: pressure, tempera-
ture and relative humidity. 

The most negative consequences are associated with 
an increase in the temperature of atmospheric air. For 
compressors of the volume principle of operation (com-
pressor installations of general purpose, small and medi-
um air separation units), the increase in air temperature in 
the suction is primarily manifested in the reduction of 
mass productivity and increase in energy consumption in 
the intermediate and final cooling. For turbochargers (gas 

turbine units, compressor stations for mine and chemical 
production), the power of the drive significantly increas-
es. 

In the paper [4] the dependence of the relative reduc-
tion of the effective power of the gas turbine unit with 
increasing temperature of the intake of the cyclic air is 
shown, experimental for GTU of the mark LM 1600 
“General Electric” with Nе, iso = 15 MW and calculated 
for GTU AL-31ST with Nе, iso = 16 MW 

According to the graph of the increase in the tempera-
ture of air intake from 15 °С (nominal mode ISO) to 
40 °C reduces the effective power GTU at 18–20 %, 
which corresponds to losses of about 3 MW for the con-
sidered installations. 

To cool the air at the suction, air coolers of the surface 
or contact type are used depending on the required depth 
of cooling or cold water capacity. 

The required cold-productivity is provided by the op-
eration of refrigerating machines, mainly heat-
discharging waste streams of heat. 

Contact air coolers are suitable for technological air 
conditioning in premises where it is necessary to maintain 
high relative humidity (spinning, paper production, etc.). 
From the position of capital and operating costs, contact 
air coolers have an advantage over surface type devices 
for cooling cyclic air gas turbine engines. 

The main disadvantage of contact air coolers is the in-
creased attribution of droplet moisture to the air flow, 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).f2
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requiring its separation or ensuring its evaporation in the 
process of compression of air. 

In this regard, air coolers with porous ceramics or ca-
pillary-porous structures of composite materials are of 
particular interest. Evaporative cooling using capillary-
porous materials allows the film flow to be eliminated on 
the contact surfaces of the apparatuses and the dropping 
of moisture from the heat transfer surface. 

2 Research Methodology 

2.1 Thermophysical description of the 

calculation model 

Figure 1 shows simplified schemes for two design var-

iants of air coolers using capillary-porous structural ele-

ments, the heat of mass exchange between air and water. 

 
a b 

 

 
c 

Figure 1 – Evaporative air coolers: а – multi-channel with walls 

of capillary-porous materials; b – heat exchange unit with  

a bundle of pipes from capillary-porous materials;  

c – process in “i–d” diagram 

According to Figure 1 a, porous walls divide flat paral-

lel channels with water and air passage. Water in the 

channels is replenished as it moves through the capillaries 

and evaporates into the air at the expense of the reservoir 

of water in the tank. 

A pumping movement of water through the apparatus 

can also be organized. Filling with water is organized 

through one row of channels. 

According to the scheme in Figure 1 b, the heat ex-

change unit has a conventional constructive solution for 

airflow of a beam of non-circular pipes with a corridor or 

chess arrangement, in which the pipes are characterized 

by a fine porosity of 2.0–2.5 μm. Material of pipes: ce-

ramics, plastics, composite materials. Water in pipes is 

supported either by gravity pressure or by pump circula-

tion. 

Taking into account a number of features inherent in 

the process of evaporative cooling in the capillary-porous 

structures, the following assumptions were adopted: 

– the temperature of the liquid in the channels is con-

stant and is equal to the temperature of the wet thermom-

eter; 

– the temperature efficiency of the process is limited 

by the value Eа = 0.6; 

– there is no heating of the main mass of the liquid; 

– the contact surface of the media is completely mois-

tened with water by blurring the air flow of the meniscus 

volume of droplets, which flows from the water of the 

water; 

– there is no attribution of droplet moisture; 

– gas-dynamic air resistance neglected; 

– in the temperature range the dependence of the par-

tial pressure of the saturated water vapor on the tempera-

ture is taken as a linear function; 

– the notion of cold productivity becomes incorrect in 

view of inequalities i2a > i1a, it is more correct to consider 

the ability to humidify the air, that is, its increase in mois-

ture content. 

The conceptual task of the calculation model is to de-

termine the required area of the contact surface of the 

capillary-porous structure, on which the change of the 

parameters of the air flow along the line of heat - logistic 

relation is realized, taking into account the accepted value 

of the temperature efficiency of the evaporative cooling 

process. 

For the temperature efficiency Eа parameters of air 

flow at the outlet of the air cooler is characterized by the 

expressions: 

 
2 1 1 2( )

a a a a as
t t E t t    (1) 

 

where φ2.A = 0.98–1.00, which allows to find the mois-

ture content, x2а and enthalpy, i2а in the state of 2а and 

determine the thermal logic ratio: 

 1 2

1 2

a a
AC

a a

i i

x x
 




 (2) 

By breaking the intervals of change in the moisture 

content in the apparatus, 
1 2( )
a a

x x , on the elementary 

regions along the line 
AC

  we obtain the possibility of 

determining the thermal, caloric and thermophysical pa-

rameters of air from the state 1а to 2а by the equations 

used in the calculations of air conditioning systems and 

convective drying of moist materials [7]. 

The very process of energy interaction between envi-

ronments is described by the equation of thermal balance: 

 ,wQQQ    (3) 

which shows that the convective heat flowing away 

from the air flow, Qα goes to the evaporation of the mois-

ture from the wetted surface, Qβ and to the heating of the 

fluid flow in the middle of the channels or tubes of the 

apparatus, Qw. 
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In turn, the component equations are written in the 

form: 

  ;·· wttFQ     (4) 

  ;· awpBw ppFrGrQ     (5) 

 ,tcGQ www   (6) 

where   – coefficient of heat transfer; F  – surface 

area of heat transfer; ( )
a w

t t  – air temperature in the 

core of the stream and water on the surface of evapora-

tion; r  - specific heat of vaporization of water at 
w

t ;  

ev
G  – mass flow rate of evaporated water; 

p
  – the coef-

ficient of evaporation is determined by the difference of 

partial pressure of water vapor, 
w

p  – at the surface of 

water and 
a

p  - in the core of the stream; 
w

G - mass flow 

rate of water when it is circulating through channels or 

pipes; 
w

c  – average heat capacity of water in the interval 

of temperature changes; 
2 1w w

t t t    – water heating in 

the machine. 

The heat flux to the liquid Qw is realized under the 

condition 

 ( )
w w w w w a w

G c t k F t t       (7) 

where 
w

k  – the coefficient of heat transfer from air to 

water through the distribution surface, the area of 
w

F . 

Assuming equality 
w

F F F   : 

 ( ) ( ) w
a w p w a w w

w

G
t t r p p c t

F
           

In the absence of water circulation 0
w

t  : 

 ( ) ( )
A w p w A

t t r p p        

To determine the quantities on the interface of the me-

dia, we can use the linearized approximation dependence 

of the partial pressure of the saturated water vapor ( )
s

p t  

on the temperature as proposed in [11]: 

 ( )
s

p t a b t    

After the appropriate changes: 

 1
( )

1

a
w a s a

p p p t
b

A


  



 

where the complex 
( )

p p

A
r t







 – the psychometric 

coefficient. 

For the calculation of the technical characteristics of 

the air cooler on the capillary-porous structures, the fol-

lowing expressions were obtained: 

– consumption of evaporating water per unit of heat 

exchange surface: 

 21

2

1
( ) , ;

1

H Oa
F p s w

kg
q p t

b m

A

 
  



 

– water consumption for evaporation: 

 2

. . 1 2 2
( ), ;

H O

ev d a a a

kg
G m x x

m
    

– area of heat exchange surface: 

 2,ev
tot

F

G
F m

g
  

– relative water consumption: 

 1 2

11

a a a
w

a a

G x x
G

m x


 


; 

where the coefficient of mass return is determined 

from the expression: 

 
p

pa tot
Le c P

 
 

 (8) 

In this formula, the Lewis criterion Le  is consid-

ered as the ratio of the molecular diffusion coefficient 

at 
tot

P  and the air temperature in the boundary layer to 

the air-cooled coefficient under the same conditions. 

2.2 Energy efficiency of the evaporative 

cooling process 

For contact type coolers, energy efficiency is consid-

ered as the relative value of air temperature differences, 

which takes into account the non-adiabativity of the ener-

gy conversion process. This value is called the tempera-

ture efficiency and is written as: 

 1 2

1 2

( )

( )

a a
a

a as

t t
E

t t





 (9) 

However, the magnitude of the Eа takes into account 

only the lack of recuperation for air cooling, due to the 

non-indifference of the process and does not take into 

account the internal irreversibility in the form of gas-

dynamic resistances along the airway. 

Based on the exergent method of thermodynamic 

analysis by J. Tsatsaronis [8] and used for refrigeration 

and heat pump technology [9, 10], it can be considered 

the exergic efficiency of power transitions in a contact air 

cooler. 
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Formalized scheme of exergent transformations is pre-

sented in Figure 2. 

 

 

Figure 2 – Design scheme of exergent transformations in an air 

cooler in capillary-porous structures at 
1 .w w t
t t  

On this scheme it is indicated: 

– 
1 2,
a a

E E  – exergy of the airflow on the input and 

output of the apparatus; 

– 
w

E  – exergy of water at the entrance to the capillary 

canals; 

– ( )
D L AC

E E  – exergy of destruction and loss in the 

air cooler. 

To determine the exurance of the fuel flow, EF and 

product flow ER, according to the purpose of the appa-

ratus can be written: 

 
2 2 2( ) ( )

a a F a P
E E E   

 

where 
2( )

a F
E  –  the exergy of the wet air at t2а, x2а, m1а; 

2( )
a P

E  – the exergy of water vapor at t2а, x2а with mass 

flow Gev. 

This separation of exergy air at the outlet allows ob-

taining: 

 1 2

2

( )

( )

F a a F

p a F w

E E E

E E E

 

 
 (10) 

and exergic efficiency takes the form of 

 
2

1 2

( )

( )

a F wP
ex

F a a F

E EE

E E E
 

 
  (11) 

Considering moist air as a mixture of ideal gases, we 

obtain: 

 
1 2 . 1

1 1
, . 1 2 , . .

2 2

( ) (1 )

( ) ( ln ln

a a F d a a

a a
p w a a a e p w a w a

a a

E E m x

T P
c t t T c R

T P

    

 
      
 

 (12) 

where 
. 1(1 )

d a a
m x   – mass flow of moist air; 

, .p w a
c  – 

the isobar heat capacity of the wet air in the temperature 

range t1а, t2а; .w a
R  – the gas became wet air; P1а, P2а – air 

pressure at the entrance and exit of the apparatus. 

The calculated equations for
, .p w a

c , 
.w a

R , 
2a

P  are given 

in the next section. 

For the exergy stream of water vapor and water, use 

the equation for real gases: 

  2 2 2( ) (( ) ) ((S ) )
a P ev a P e e a P e

E G h h T S     (13) 

  2( ) ( ) (S )
a P ev w e e w e

E G h h T S     (14) 

where 
w

h ,
2( )

a P
h  – the enthalpy of water and water 

vapor at the appropriate temperatures tw, t2а. 

When taking environmental parameters 
e

T = 273 K and 

Pе = 100 kPa, the values of hе, Sе for water are zero and 

the exergy of the product stream is written as follows: 

 
 

2 . 2 1

2 2

( ) ( )

(( ) ) ((S ) )

a P w d a a a

a P w e a P w

E E m x x

h h T S

    

   
 (15) 

After substituting (15) and (12) in (11) it can be ob-

tained the following dependence: 

   
 2 1 2 2

1 1
1 , . 1 2 , . .

2 2

( ) (( ) ) ((S ) )

(1 ) ( ) ( ln ln

a a a P w e a P w

ex

a a
a p w a a a e p w a w a

a a

x x h h T S

T P
x c t t T c R

T P


    


 

       
 

 (16) 

3 Results 

Based on the results of calculations, graphic depend-

encies were constructed, Figures 3, 4 for both types of 

constructive execution. 

Based on the calculations in Figure 3 the dependence 

of the specific wet current on the relative humidity is 

presented. It can be seen that with an increase in relative 

humidity, the specific moisture influx decreases. 

Based on the calculations in Figure 4, the dependence 

of the exergent efficiency on the relative humidity is pre-

sented. It can be seen that when the relative humidity 

increases, the exergic efficiency decreases. 
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Figure 3 – The dependence of specific wet current on relative humidity 

 

 
Figure 4 – The dependence of exergic efficiency on relative humidity 

 

 

4 Conclusions 

As a result, the thermophysical and design model of 

evaporative cooling of air in air-cooled contact type with 

capillary-porous structures was developed. The following 

dependencies are calculated: 

– water consumption per unit of heat exchange sur-

face; 

– the effect of relative humidity on exergic efficiency. 

This method of cooling air is characterized by the fol-

lowing advantages: 

– the lowest water consumption per unit of heat ex-

change surface compared with other methods (e. g. spray 

nozzles); 

– zero discharge of drip liquid, which does not require 

further separation. 

Finally, the estimation of energy efficiency of the air 

vent is proposed on the basis of the exergent method of 

thermodynamic analysis. 
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Числове моделювання випарного повітроохолоджувача  
з капілярно-пористою структурою 

Арсеньєв В. М., Шулумей А. В. 

Сумський державний університет, вул. Римського-Корсакова, 2, 40007, м. Суми, Україна 

Анотація. Застосування випарного охолодження повітря в різних технологіях дозволяє знизити 
енерговитрати і поліпшити екологічні показники. Зважаючи на перспективність використання 
повітроохолоджувачів з капілярно-пористою структурою, розроблена математична модель робочого процесу 
для апаратів контактного тепломасообміну. У результаті розроблена термофізична модель випарного 
повітряного охолоджування із застосуванням капілярно-пористих структур. Запропонована модель ураховує 
завершеність процесу з температурною ефективністю 0,6–0,7 при постійній температурі води на рівні 
температури мокрого термометра. Запропоновано спосіб оцінювання енергоефективності 
повітроохолоджувача на основі ексергетичного методу термодинамічного аналізу. Наведений спосіб 
охолодження повітря характеризується такими перевагами як найнижча витрата води на одиницю поверхні 
теплопередачі, а також нульові витоки краплинної рідини, що не потребує подальшого розділення. У 
результаті запропоновано спосіб оцінювання енергоефективності запропонованої конструкції на основі 
ексергетичного методу термодинамічного аналізу. 

Ключові слова: випарне охолодження, капілярно-пориста структура, теплофізичне моделювання, 
ексергетична ефективність. 
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1 Introduction 

In modern conditions of significant anthropogenic en-
vironmental impact, it began the search for the most effi-
cient and cost-effective methods of cleaning industrial 
emissions. Methods of cleaning and equipment that is 
being developed should take into account working possi-
bilities in a wide range of working conditions.  

In order to reduce energy consumption in systems for 
catching harmful and toxic substances, it is necessary to 
provide a reduction of hydraulic resistance while main-
taining the high efficiency of gas streams cleaning. 

Given the controversial requirements for equipment 
and despite the large number of existing machines for 
mass transfer processes, the development of new highly 
intensive and efficient equipment is of considerable inter-
est to environmental protection technologies in many 
industries. 

2 Literature Review 

The most common method of purifying gas streams is 
methods for the absorption of harmful components from 
the released industrial gases. In this case, either the pro-
cess of physical absorption occurs, or the absorbent enters 

a chemical interaction with the absorbed component (the 
process of chemisorption). 

Recently, the direction associated with conducting dif-
fuse processes in intensive regimes with developed turbu-
lence at high speeds of gas and liquid flows has become 
relevant. Actually turbolization of the gas-liquid system 
leads to an increase in the intensity of mass-exchange 
devices. 

One of the methods of turbination of gas-liquid sys-
tems is their transformation into mobile unstable foam 
due to the kinetic energy of gas. 

Foam mode and foam devices of the "classical" type 
are described in and analyzed in the papers [1-4]. Intensi-
fied apparatuses with foam layer stabilizer have been 
widely used for capturing dust from gases and for gas 
absorption in the chemical and related industries. Due to 
its high efficiency, high unit capacity, good operational 
qualities of their application, they can improve the stages 
of gas purification for technological and sanitary purpos-
es, increase the efficiency of mass transfer and the relia-
bility of gas-cleaning equipment. 

Industrial introducing the stabilization method of the 
gas-liquid layer significantly expands the scope of foam-
ing devices and opens up new possibilities for intensify-
ing technological processes with the simultaneous crea-
tion of low-waste technologies. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).f3
mailto:o.liaposhchenko@pohnp.sumdu.edu.ua
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3 Research Methodology 

Based on researching the semi-industrial models of 

foam machines with lattices, assembled from tubes of 

different diameters, a pilot sample of foam absorber with 

the productivity of 12 000 m
3
/h of gas was designed. 

One of the research directions was the absorption of 

ammonia by water in intensive foam modes with a stabi-

lized foam layer. Absorption of ammonia by water is a 

typical process in absorber research to detect their effec-

tiveness. 

The process of absorption of ammonia in foam mode 

on counterproductive gratings of the usual type is quite 

fully studied at gas velocities up to 2.5 m/s. In order to 

compare the technological parameters of ammonia ab-

sorption in water under similar conditions, the work of 

the most common industrial counter processing grating 

with an area of free intersection of 0.18 m
2
/m

2
 and a di-

ameter of holes of 5 mm was investigated. 

The research of this grating was carried out both with 

the stabilizer, and without it. The research was due to the 

need to determine the degree of effect of the stabilization 

of the layer and comparison with the technological pa-

rameters of the newly developed design foam apparatus, 

as well as the establishment of the general nature of de-

pendencies and kinetic parameters of the absorption pro-

cess ( – efficiency of the contact stage (ECS); Ks – mass 

transfer coefficient) from the following basic parameters: 

Wg – gas velocity; L0 – irrigation density; Cn – initial 

concentration; S0 – area of the free intersection of the 

plate. 

4 Results 

The gas velocity in the complete section of the device 
has a significant effect on the height of the gas-discharge 
and the initial layer. Accordingly, the gas velocity signif-

icantly influences the mass transfer coefficient, and the 
nature of this dependence is determined by the solubility 
of the gas component in the fluid. The foregoing is con-

firmed by the experimental data given in Figure 1, de-

pendence 6. 
When absorbing well-soluble gases (for example, am-

monia), is required a low phase of contact to achieve a 

high degree of absorption. Reducing the contact time of 
phases with increasing gas velocity in foam mode is 

largely offset by the turbulence of the gas-liquid layer and 

increasing the contact of surface phases. 

Previously, in studying the absorption of ammonia by 

water on ordinary gratings, it was found that in the gas 

torch the holes in the grid transmit from 50 to 90 % of the 
total mass of matter [5]. This determines the “input” ef-

fect, that is, the most intense interaction between the gas 
and the liquid, which occurs at the time of forming a new 

contact surface. However, at a low altitude of the initial 

fluid layer on the grating of the usual type of apparatus it 
is possible to pass the gas without contact with the absor-
bent fluid, and as a consequence, a decrease in the ab-

sorption rate. This is especially true for industrial ma-

chines. As indicated, the stabilization of the foam layer 

makes its structure more uniform and excludes the proba-

bility of such a state. 

Investigations on new types of gratings with foam layer 
stabilization have shown that the efficiency of the appa-

ratus during absorption of ammonia by water practically 

does not depend on the value of gas velocity (Figure 1). 

Moreover, ECS in the new design of the device is much 

higher than that of conventional gratings without stabili-

zation and even when it is installed on ordinary type grat-
ings. 

 

 

Figure 1 – Efficiency of the contact stage (1–3) and mass  

transfer coefficient (4–6) dependences on the gas velocity for 

the ammonia water system with L0 = 5 m3/(m2·h):  

1, 4 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – without stabilizer;  

2, 5 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – with stabilizer;  

3, 6 – dЕ = 0.005 m, S0 = 0.20 m2/m2 – with stabilizer 

It should be noted that the difference between the val-
ues of the efficiency of the contact stage and mass trans-

fer coefficient, referenced to the unit area of the grating, 
depending on the gas velocity in the complete section of 

the apparatus on the gratings with small holes with and 
without the stabilizer increases at high gas. This proves 
the high intensity of the process and confirms the expedi-
ency of using a stabilized foam layer on large-hinged 

gratings for the purification of gases in the industry. 

The dependence of the of the efficiency of the contact 

stage by absorption on the initial ammonia concentration 
of the comparable contact devices (Figure 2) fully con-

firms the conclusions made about the effectiveness of 
new foaming apparatus. It is important to note that in the 

studied limits of variation of the initial concentration of 

ammonia (Cn  1 % vol.), the efficiency of the contact 
stage remains constant for other equal conditions. This 

allows using the known methods of calculating the re-
quired number of steps to achieve the desired process 

efficiency. 

The irrigation density (Figure 3) affects on the efficien-

cy of the contact stage only at low values of the L0 to 
8 m

3
/(m

2
·h). It depends on the fact that at low irrigation 

density, the residence time of the liquid on the grading 
increases to a certain (effective) value. Further increases 
in irrigation density have little effect on the absorption 
process. 
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Figure 2 – Efficiency of the contact stage dependence at  

absorbing ammonia by water from the initial concentration of 

ammonia Wg = 2.5 m/s and L0 = 5 m3/(m2·h) with the following 

grates: 1 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – without stabilizer;  

2 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – with stabilizer;  

3 – dЕ = 0.005 m, S0 = 0.20 m2/m2 – with stabilizer 

 

Figure 3 – Efficiency of the contact stage dependence in  

absorbing ammonia by water from the irrigation density:  

Wg = 2.5 m/s; Cn = 1–2 %. with the following grates:  

1 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – without stabilizer;  

2 – dЕ = 0.005 m, S0 = 0.18 m2/m2 – with stabilizer;  

3 – dЕ = 0.005 m, S0 = 0.20 m2/m2 – with stabilizer 

Increasing the area of the free segment leads to a de-

crease in efficiency (Figure 4). This confirms the correct-

ness of the conclusions drawn in the analysis of the rela-

tionship of structural parameters. 

An increase in the diameter of the grating holes 

10 times when applied to the foam layer stabilization 

increases the efficiency of capturing ammonia by 20 % 

compared to conventional gratings without stabilizing the 

layer and by 15 % compared to conventional gratings 

with foam layer stabilization. It should be noted that the 

rate of gas processing in the investigated range from 2 to 

5 m/s has virtually no effect on the magnitude of efficien-

cy. 

 

 

Figure 4 – Efficiency dependence at absorbing ammonia  

by water: Wg = 2.5 m/s; Cn = 1–2 %; L0 = 5 m3/(m2·h) 

The character of change in the mass transfer coeffi-
cient, referenced to the grating area, from the linear gas 
velocity is given in Figure 5, from which it is evident that 
Wg greatly affects Ks in the investigated boundaries Wg. 
Processing the experimental data was obtained the fol-
lowing empirical equations for the calculation of Ks, m/h: 

 
1,5 0,12 0,26 0,71

0 01659,8s g ÅK W L d S   (1) 

To calculate the efficiency, %: 

 
3 1,9 0,30 0,34 1,27

00,713 10 g Å sW L d K     (2) 

Border for changing parameters: 
3 2

0

2 2

0

2 4,0 m/h, 1 20 m /m h;

0,20 0,40 m /m , 0,02 0,08 m.

g

Å

W L

S d

    

   
 

The error of calculating by equations (1) and (2) is not 
more than 9 %. 

The influence of hydrodynamic parameters on the mass 
transfer coefficient at ammonia absorption by water is 
given in Fig. 6, which confirms the sufficient accuracy of 
the obtained equations, while the dependence of the mass 
transfer coefficient on the height of the foam layer is 
described by the following equation: 

 0,334742s gK W H   (3) 

Border for changing parameters: 

 

3 2

0

2 2

0

2 4,0 m/h, 1 20 m /m h;

0,20 0,4 m /m , 0,02 0,08 m.

g

Å

W L

S d

   

   
 

Equation (3) allows us to evaluate the mass transfer 
process under any hydrodynamic conditions, which is 
very important in the development and evaluation of 
technological schemes in industrial conditions with the 
use of new devices.  

Experimental data confirmed the dependence obtained 
[1, 5] by Mukhlennov I. P.on the basis of theoretical con-
sideration of the mass transfer in the foam layer for well-
soluble gases, which is expressed by the equation: 

 33,0nHKs   (4) 
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Figure 5 – Dependence of mass transfer coefficient, referenced 

to the grading area from the height of the gas-liquid layer  

at different gas velocities: 1 – Wg = 2 m/s; 2 – Wg = 3 m/s;  

3 – Wg = 4 m/s; 4 – Wg = 5 m/s 

Figure 6 shows the dependence of the actual mass 

transfer coefficient on the linear gas velocity, which im-

plies that an increase in speed leads to an increase in the 

mass transfer coefficient. 
 

 

Figure 6 – Dependence of the actual mass transfer coefficient on 

the linear gas velocity (with stabilization) at absorbing ammonia 

by water: 1 – grid S0 = 0.25 m2/m2; dЕ = 0.005 m,  

L0 = 5 m3/(m2h); 2 – grid S0 = 0.18 m2/m2; dЕ = 0.005 m;  

L0 = 5 m3/(m2h) 

It should be noted that the value of the true mass trans-

fer coefficient for apparatus with ordinary and coarse 

hinged gratings with stabilization of the foam layer is 

approximately the same.  

This confirms that the contact surface of phases in the 

foam layer on coarse-grained grates is 1.5 times higher at 

a gas velocity of more than 3 m/s with an increase in the 

diameter of the grating holes 10 times, and confirms the 

possibility of efficient gas cleaning in the industry using 

foam machines. 

 

5 Discussion 

In order to verify the results obtained during bench 

tests in laboratory conditions, a cycle of pilot-industrial 

tests was conducted in which the main gas components 

were ammonia, fluoride compounds (mainly silicon tetra 

fluoride). In the system of purifying gases from the spray 

dryer, a reconstruction of the existing absorber was car-

ried out (hollow scrubber with three tiers of nozzles). 

Instead of nozzles in the scrubber case, a contact step 

with coarse hole gratings (the holes are 0.0450.045 m 

and S0 = 0.28 m
2
/m

2
) and a foam layer stabilizer were 

installed (size 404060 mm). 

Hydrodynamic tests were initially performed, which 

showed that the foam absorber has stable hydrodynamic 

characteristics when changing the gas velocity in the free 

intersection of the device from 3.5 to 5.5 m/s at  

L0 = 8 m
3 

/(m
2
·h). The highly developed gas-liquid layer 

on the grating is present even at speeds less than 2.2 m/s. 

Measurement of the gas height -liquid layer in industrial 

conditions was carried out by electro-sharpening method. 

It should be noted at the same time that the measurements 

also showed good convergence with bench tests in la-

boratory conditions (Figure 7). 

 

 

Figure 7 – Dependence of the foam layer height on the linear 

gas velocity of the apparatus (experimental and industrial tests): 

gas-pulp system with  = 1.22 kg/m3, L0 = 8 m3/(m2·h):  

1 – experimental-industrial tests S0 = 0.28 m2/m2; dЕ = 0.048 m; 

2 – bench tests S0 = 0.25 m2/m2; dЕ = 0.05 m 

On this basis, for this technological scheme, optimal 

hydrodynamic mode of gas processing was determined 

which corresponded to the linear gas velocity from  

3.0 to 4.9 m/s [6]. 

At these hydrodynamic parameters technological re-

gimes for capturing ammonia, fluoride compounds and 

dust, depending on the acidity of ammonium phosphates, 

and also parameters in the existing technological scheme 

were analyzed in parallel (Figure 8). 
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Figure 8 – Dependence of the NH3 final content and fluoride 

compounds on the acidity of the irrigation solution: Wg = 4 m/s; 

L0 = 8 m3/(m2·h); 1 – ammonia; 2 – fluoride compounds, 

4NHС = 1.0 g/nm3, HFС = 0.1 g/nm3, grid: S0 = 28 %,  

dЕ = 0.045 m 

Figure 9 shows the dependence of the gas purification 

efficiency from ammonia and fluoride compounds from 

the acidity of the pulp, and it is evident that the degree of 

absorption of ammonia and fluoride compounds depends 

on the acidity of the irrigation solution. At pH of a solu-

tion equal to 1.4, for ammonia, the degree of absorption is 

98 %, and for fluoride compounds at pH = 5.7, the effi-

ciency is 94 %. 

6 Conclusions 

The conducted studies indicate the possibility of deep 

cleaning and virtually complete removal of harmful com-

ponents from gases in their separate absorption. Depend-

ences of NH3 final content and fluorine in the gas after 

treatment from ammonium phosphate acidity are shown 

in Figure 9, from which it is evident that the optimal 

mode for the absorption of these components lies within 

the pH of the solution from 3 to 5. In this case, the maxi-

mum permissible emission rates for ammonia are main-

tained. This is confirmed by the high mass exchange 

characteristics of the developed foam device, allowing 

the process of joint and effective cleaning of these com-

ponents in the range of pH irrigating solution from 3 to 5. 

As  a  result  of  experimental  and   industrial  tests,  it  is 

 

 
Figure 9 – Dependence of NH3 absorption rate and fluoride 

compounds on the acidity of the irrigation solution:  

L0 = 8 m3/(m2·h); 1 – ammonia; 2 – fluoride compounds, initial 

concentration of ammonia 1.0 % vol.; Wg = 4 m/s;  

grid S0 = 0.28 m2/m2, dЕ = 0.045 m 

 

established the following: the efficiency of dust capture 

practically does not depend on the pH of the solution and 

also on the increase of the inlet dust to 4–6 g/nm
3
. In-

creasing the density of the circulating pulp of ammonium 

phosphates does not affect the efficiency. 

The conducted studies have experimentally confirmed 

the possibility of effective mass exchange processes in an 

intensive foam layer on counter currently coarse hinged 

gratings. 

The application of new apparatus allows radically re-

constructing, with minimal cost, technological schemes 

for gas cleaning in the chemical and other industries to 

provide them with better operational and technological 

characteristics, while simultaneously increasing the effi-

ciency of working with concentrated solutions, their cir-

culation and use in the main process [7]. 
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Анотація. У роботі досліджувалися укрупнені моделі пінних апаратів з гратками, зібраними з трубок 
різного діаметра. Розглядаються питання інтенсифікації пінних апаратів із застосуванням крупнодірчастих 
граток. Відзначена можливість глибокого очищення і практично повного очищення газів від аміаку і 
фтористих з’єднань при їх роздільній абсорбції. Наведено ряд експериментальних залежностей основних 
параметрів процесу. Підтверджена можливість ефективного проведення масообміних процесів в 
інтенсивному пінному шарі на протитечійних крупнодірчастих гратках. 

Ключові слова: викиди промислових газів, гідродинаміка, масообмін, пінний апарат, пінний шар, процес 
очищення, стабілізація пінного шару, інтенсифікація процесу. 
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Abstract. The deposition of aerosols from process gas streams are the basis of many technologies in the chemical, 

petrochemical, coke, oil, gas, food etc. Industrial gases, containing aerosols of different nature of origin polydisperse 

solid particles (dust, smoke) or liquid particles (fog), must be cleaned. The idea of the author is to develop a mathe-

matical model of the process of trapping waste gases, fogs in intensive nozzles with a developed surface of contact of 

phases. The vortex flow of the gas-liquid flow and its pulsating nature of the movement contribute to the intensifica-

tion of the crushing process and coagulation of the drop gas-liquid flow in the layer of a regular moving nozzle. 

Methods of mathematical modeling of the process of movement of a polydisperse aerosol in a turbulent gas-liquid 

flow have been used. It was determined that condensation of steam in the cell occurs on the surface of the nozzle and 

also the formation of new germs of aerosol particles. The size distribution of aerosol particles is due to centrifugal 

forces. In this case, large particles are removed from the vortex region into a continuous flow, while small particles 

rotate in a vortex. Coagulation equation describing the change in the particle size distribution function with time, un-

dergoing condensation and coagulation growth. The obtained results of differential and integral-differential equations 

can be used to describe the formation process and aerosols. Environmental and economic efficiency, as well as the 

optimal choice of environmental and auxiliary equipment took into account. 

Keywords: “wet” cleaning technologies, regular moving nozzle, polydisperse aerosol, gas-liquid flow, condensation-

coagulation integration. 

1 Introduction 

The activities of the chemical and petrochemical in-

dustries are accompanied by the formation and release of 

a wide range of pollutants into the air. The deposition of 

aerosols from process gas streams are the basis of many 

technologies in the chemical, petrochemical, coke, oil, 

gas, food etc. At the same time, they rather often resort 

not to preventive methods, but to “pipe” methods in order 

to achieve environmental safety standards (MPC) and 

technological (MPE) standards. So in the production of 

various formed products industrial gases containing aero-

sols of different nature of origin is a polydisperse solid 

particles (dust, smoke) or liquid particles (fog), from 

which the gases have to be cleaned [1]. 

In order to reduce the concentration of pollutants, 

technologies of “wet” and “dry” cleaning are used, im-

plemented with the help of various hardware design. 

 
 

The process of trapping occurs in mass transfer equip-

ment at the end of the process. Purified dust and gas flow 

after exiting the cleaning equipment is released into the 

atmosphere and moves in the direction of the steady move-

ment of air masses, i.e. on the wind rose, besieging at the 

same time. 

From the point of view of environmental, economic and 

technological aspects, the process of “wet” cleaning of flue 

gases from aerosols (fumes, dust, fogs, etc.) is more effi-

cient. Such mass exchangers include apparatuses with a 

nozzle, a regular nozzle, a shelf nozzle, which have a high 

degree of purification (trapping). 

One of the main approaches to the design and develop-

ment of cleaning devices is associated with the principle of 

heuristic modeling, which allows a number of optimization 

calculations to be performed under various initial condi-

tions. 

http://jes.sumdu.edu.ua/
https://doi.org/10.21272/jes.2018.5(2).f4
mailto:r.vaskin@gmail.com
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2 Literature Review 

When a system-located contact elements flow around a 

gas-liquid flow in their root part, periodic formation and 

disruption of vortices occur, which form a vortex “path” 

of the pocket behind the streamlined contact element [2]. 

Depending on the shape of the cross section of the con-

tact element, their location in the contact zone may be in 

a horizontal and vertical position. There may also be a 

case of mine location of the vortices, which predeter-

mines the formation of a vortex wake. 

The movement of the gas-liquid flow after a stream-

lined contact element occurs in a pulsating mode, inher-

ent in the separated flow. The vortex flow of the gas-

liquid flow and its pulsating nature of the movement 

contribute to the intensification of the crushing process 

and coagulation of the drop gas-liquid flow in the layer of 

a regular moving nozzle. 

The results obtained in the work [3] confirm the theo-

retical ideas about the mechanism and regularities of the 

deposition of small fractions, for which the thickness of 

the boundary layer significantly affects the approach of 

particles to the deposition surface. 

The study of the inadequate influence of the mecha-

nisms of turbulent and inertial deposition allowed the 

researchers [1] to make a statement about the inappropri-

ateness of increasing the velocity of the gas more than 15 

m/s when trapping mist particles with a disparity dr < 0.6 

microns. 

Authors of the article [4] analyzed the process of co-

agulation of aerosol particles in turbulent aerosol flows as 

they flow through a layer of regularly placed turbulizing 

cylindrical elements (diameter dc) installed in a plane-

parallel channel (with a step tb). Those, in the streams, 

where the in-phase vortex formation mode was imple-

mented, which predetermined the extreme values of the 

hydrodynamic and heat and mass transfer characteristics 

of the flow. It is determined that when the concentration 

of steam exceeds 30 mg/m
3
, the growth efficiency of 

particle sizes drops significantly. 

Virtually all particles supplied by turbulent gas pulsa-

tions to the boundary of the laminar sublayer are deposit-

ed on the surface of the channel walls. The proximity of 

the dispersed composition of the initial and final aerosols 

[5] indicates the predominant role of diffusive sedimenta-

tion of particles. The aerosol particles, which are supplied 

by turbulent gas pulsations to the interface, have signifi-

cant inertia and, as a result, can penetrate into the bound-

ary layer. 

In the contact zone, the principle of longitudinal parti-

tioning is implemented using various nozzle designs. The 

most effective is a regular mobile nozzle. The turbulizing 

nozzle allows a high degree of purification from fogs, 

aerosols and polydisperse gas and liquid streams. 

The nature and intensity of movement of the main car-

rier gas-liquid flow in direct-flow interaction of the phas-

es determines the hydrodynamics of the gas cleaning 

apparatus. 

In the article [6] are derived equations for calculating 

the thickness of the descending liquid film, starting from 

the balance of forces acting on the liquid film formed on the 

elements of the regular nozzle during the direct-flow mode 

of phases (both upward and downward), as well as the re-

sistance of a plate-shaped cap coated with a film. However, 

these mathematical models and algorithms for calculating 

devices with a regular moving nozzle do not take into ac-

count the polydisperse composition of the droplet compo-

nent of the surface of the contact phase. 

To solve equations of the mathematical model related to 

the removal efficiency of a Venturi scrubber scientists [7] 

used an upwind control-volume method. This method is 

applicable to convection and diffusion equations when the 

Peclet number is greater than 2. For high Peclet numbers, 

the common numerical error of false diffusion can be ne-

glected and, in spite of the simplicity of the upwind scheme, 

the numerical results are valid. 

Authors of the article [8] made an attempt for application 

of the system-element approach in building a physical and 

mathematical model of a chemical process to create an eco-

logically safe equipment. However, the paper presents only 

the structure and algorithm of the mathematical description 

of the coagulation processes (including condensation-

coagulation integration) and the deposition of aerosols, 

without mathematical models. 

The aim of the work is to develop a mathematical model 

of the process of trapping waste gases, fogs in intensive 

nozzles with a developed surface of contact of phases. 

3 Research Methodology 

Consider the process of movement of a polydisperse aer-

osol in a turbulent gas-liquid flow. The enlargement of the 

aerosol is due to the condensation mechanism. Condensa-

tion of steam in the cell occurs on the surface of the nozzle 

and also the formation of new germs of aerosol particles. 

The total balance for the pair can be written as: 

  (1) 

where Qs
(in)

 is the initial quantity of steam, J; Qs
(f)

 is the final 

quantity of steam, J; the sum is the amount of steam going 

to condensation, J: 

  (2) 

where Q1 is the amount of steam condensing on the nozzle, 

J; Q2 is the amount of steam condensing on the surface of 

the aerosol, J; Q3 is amount of condensed steam, J. 

To determine the condensed steam on the surface of the 

nozzle elements, we use the mass transfer equation: 

  (3) 

where Q1 is the amount of steam condensing on the noz-

zle, J; t is time, sec; βs is steam mass transfer coefficient; F 

is the surface of the contact phase (condensation), m
2
; Ps is 

steam partial pressure, Pa; Pw is steam partial pressure at the 
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wall, Pa; Rg is universal gas constant; Tsg is steam gas 

mixture temperature, K. 

The amount of condensed steam on the particles is de-

termined using the dependencies: 

  (4) 

where dQ2/dt is the amount of steam condensing on a 

single particle; Nr is the total number of particles involved 

in the condensation process; f(r, t) is distribution function 

of aerosol particles in size. 

The initial distribution function of aerosol particle size 

is subject to the normal-logarithmic distribution [9], in 

the initial period of condensation: 

  (5) 

where r  is the average geometric radius of particles, 

m; σ – standard deviation. 

The change in mass of a single particle [10] is deter-

mined by 

  (6) 

where Ms is the molecular mass of steam, kg/kmol; ρg 

is gas density, kg/m
3
. 

In this equation the Knudsen number Kn is introduced 

for determining the following parameter: 

  

To change the radius of particles in time, we convert 

equation (6) into formula (7): 

  ,(7) 

The temperature and pressure of the steam-gas mixture 

will be determined based on the mixing balance: 

  (8) 

  (9) 

where a = Qs/Qg, b = Cs/Cg, C = Ms/Mg, and Cs, Cg 

are the heat capacities of steam and gas, respectively, 

J/(kg·K). 

4 Results and Discussion 

The solution of equation (7) together with equations 

(8) and (9) has a physical meaning in the case of a uni-

form distribution of temperature and pressure in the vol-

ume of the conventional cell, with a laminar flow of the 

gas-steam mixture. In the case under study, the gas-liquid 

(steam-gas) mixture is in an intense turbulent mode, which 

causes pressure drops (fluctuation), flow temperatures over 

the cross section and in the volume of the contact zone. 

Considering the flow in a single vortex and based on the 

principles of theoretical hydrodynamics [4], we assume that 

the vortex consists of a nucleus rotating according to the law 

of a solid body and a vortex field (Fig. 1). 

To change the linear velocity of motion from the radius 

of the vortex, we can write:  

1) for the vortex core (Ri < R): 

  (10) 

2) for the vortex field (Rb > R): 

  (11) 

where S is sectional area of the vortex, m
2
; ω is angular 

velocity, s
–1

; U, Ui – constants on the corresponding vortex 

circles. 

 

 

Figure 1 – Scheme of vortex motion 

For the vortex core we write the equations 

  (12) 

for the vortex field 

  (13) 

Then for the vortex core we get 

  (14) 

for the vortex field 

  (15) 

Substituting in equations (14), (15) the value of the angu-

lar velocity equal to 

  (16) 

where I = Uc
2
/(2f) = Ugdc/(2Sl) is the intensity of the cir-

culation rate, m
2
/s; f –vortex breakdown frequency,s

–1
; Sl – 

Strouhal number. 
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Will get 

  (17) 

  (18) 

Knowing the laws of variation of the linear flow veloc-

ity along the vortex radius, we determine the pressure 

drop in the core and the vortex field. 

The law of conservation of momentum in cylindrical 

coordinates can be written in the form: 

  (19) 

Substituting in the equation (19) the value of the linear 

velocity from equations (17), (18) and integrating over 

pressure from P0 to P, as well as along the vortex radius 

from 0 to R, we get 

  (20) 

where P0 is the pressure in the center of the vortex, Pa; 

P is gas pressure, Pa. 

Then for the field of the vortex dependence will be: 

  (21) 

for P0, we can write the expression 

  (22) 

and for the vortex we write the following relation 

  (23) 

Finally, for a steam-gas flow around a nozzle element 

with a geometric dimension dc, the pressure drop in a 

single vortex will be written: 

1) for the vortex core 

  (24) 

2) for the vortex field 

  (25) 

In the case of an adiabatic steam – gas mixture, a simi-

lar solution together with the adiabatic equation allows 

one to obtain pressure drops: 

  (26) 

  (27) 

where k is the adiabatic index. 

To obtain the dependences on the temperature variation 

of the steam-gas mixture in a single vortex when solving 

equations (26) and (27) together with the equation of state 

of an ideal gas P·V = R·T, we obtain for the core 

  (28) 

for the field 

  (29) 

In equations (26) – (29) the size of the radius RB and vor-

tex core R* can be determined by the formulas: 

  (30) 

  (31) 

where tB is the formation time of the vortex, s; vg is the 

coefficient of kinematic viscosity, m
2
/s. 

The formation of each vortex, breaking with the nozzle 

element and its formation time is equal to: 

  (32) 

where UB = 0.86Ug is the speed of the vortex, m/s. 

The size distribution of aerosol particles is due to centrif-

ugal forces. In this case, large particles are removed from 

the vortex region into a continuous flow, while small parti-

cles rotate in a vortex. 

Using a number of assumptions, we will calculate the 

structure of a two-phase flow with the determination of the 

trajectory of the particles inside the vortex, the critical radi-

us of aerosol particles, and the time of formation of the vor-

tex. 

To describe the process of movement of particles, apply 

the equation 

  (33) 

where x = R/RB; t = tc·Upt/Rh is the dimensionless quanti-

ty; Upt is tangential velocity of the particle, m/s. The param-

eter A can be evaluated by the following formula: 
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Equation (33) is a nonlinear differential equation; it 

has no analytical solution. If we neglect the second-order 

differential, divide the variables and integrate t from 0 to t 

and x from x1 to x2, and substitute the values Upt = Ug 

from equation (17), then we can determine the critical 

particle radius for the vortex core: 

  (34) 

The process of coagulation of aerosol particles in the 

cell volume is not the only one in volume. The presence 

of turbulent pulsations and Brownian motion of particles 

leads to growth. Given these conditions, the coagulation 

equation describing the change in the particle size distri-

bution function with time, undergoing condensation and 

coagulation growth 

  (35) 

where r is the current radius of the aerosol particle, m; 

Q is aerosol consumption, m
3
/s; Vc is cell volume, m

3
;  

KC is coagulation coefficient due to turbulent and Brown-

ian mechanisms, m
3
/s. 

The coagulation coefficient KC is calculated as the sum 

of the coefficients by turbulent KT and Brownian coagula-

tion KB 

  (36) 

 ,
3

4

g

gb

B

Tk
K


  (37) 

where kb is the Boltzmann constant. 

The coefficient of turbulent coagulation [8] is deter-

mined by: 

  (38) 

The energy dissipation E in the volume of the cell E is 

defined as: 

  (39) 

Here NB is the power of the vortex formed when a nozzle 

flows around a continuous flow. 

The vortex power is determined by the equation: 

  (40) 

where CL is the lift coefficient; CD is coefficient of re-

sistance; Ug is true gas flow rate, m/s; lc is geometrical size 

of the nozzle, m. 

Cell volume is: 

 ,·· .cbcc tIbV   (41) 

where b is the width of the plane-parallel channel, m; tb.c 

is cell height equal to the center distance between the ele-

ments of the nozzle, m. 

Substituting the expressions (40) and (41) into equation 

(39) we get 

 ,
2

3

g

b

LD U
t

yd

b

C
E   (42) 

where 

  

The developed models make it most likely to establish 

the mechanism of interaction of dispersed particles with a 

continuous flow, taking into account the structural features 

of the developed apparatus. 

5 Conclusions 

On the basis of the conducted substantiation and calcula-

tions, it is possible to obtain a system of differential and 

integral-differential equations, which make it possible to 

describe the formation process and aerosols due to conden-

sation and coagulation growth. In this way, it becomes pos-

sible to carry out the calculation of the effective capture of 

waste gases, fogs in intensive packing devices with a devel-

oped surface of the contact of phases. 

The design and performance parameters of the developed 

apparatus were calculated to determine the environmental 

and economic efficiency, as well as the optimal choice of 

environmental and auxiliary equipment, without which the 

assembly of the unit, installation and production line is im-

possible. 
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Анотація. Осадження аерозолів з технологічних газових потоків лежить в основі багатьох технологій 
хімічної, нафтохімічної, коксохімічної, нафто-газової, харчової промисловості тощо. Промислові гази, що 
містять аерозолі різної природи походження, полідісперсні тверді частинки (пил, дим), або рідкі частинки 
(туман) необхідно очищувати. Авторська ідея полягає у розробленні математичної моделі процесу 
захоплення відхідних газів, туманів в інтенсивних насадках з розвиненою поверхнею контакту фаз. Вихровий 
газо-рідинний потік та пульсуючий характер його руху сприяють інтенсифікації процесу дроблення і 
коагуляції при падінні газорідинного потоку в шарі традиційної рухомої насадки. Використовуються методи 
математичного моделювання процесу руху полідисперсного аерозолю в турбулентному газорідинному 
потоці. Встановлено, що конденсація пари у комірці відбувається на поверхні насадки, а також утворюються 
нові зародження частинок аерозолю. Розподіл частинок аерозолю відбувається завдяки відцентровим силам. 

У цьому випадку відносно великі частинки видаляються з вихрової області до безперервного потоку, а 
невеликі частинки обертаються у вихорі. Рівняння коагуляції, що описує зміну функції розподілу за розміром 
частинок з часом, ураховує конденсацію і зростання коагуляції. Отримані результати диференціальних та 
інтегро-диференціальних рівнянь можуть бути використані для описання процесу формування аерозолів. 
Ураховано екологічну та економічну ефективність, а також оптимальний вибір екологічного та допоміжного 
обладнання. 

Ключові слова: технології «мокрого» очищення, насадка з регулярним переміщенням, полідисперсний 
аерозоль, газорідинний потік, конденсатно-коагуляційна інтеграція. 
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Abstract. Degradation and material incompatibility between biodiesel and fuel system are the major concern as-

sociated with the adoption of biodiesel. In this research, effects of different mixture of waste cooking oil bio-

diesel/diesel blends (B10, B20 and B40) were investigated on the basic fuel properties such as density, kinematic vis-

cosity (KV), flash point (FP), pour point (PP), cloud point (PP), freezing point (FRP) and sulphur content (SC). Viton 

fuel hose exposed to different fuel of types and their degradation characteristics, total acid number and change in the 

surface morphology were studied. It was found that density, KV, FP, FRP, CP and PP increased while SC decreased 

with increasing biodiesel content in the blends. The biodiesel concentration was noticed to affect the properties of 

elastomers, causing swelling of Viton fuel hose. The exposure of Viton fuel hose to fuel types of increasing biodiesel 

content led to reductions in tensile strength, harness and compressive strength. 

Keywords: degradation, Viton hose, biodiesel, hardness, compressive strength, swelling. 

1 Introduction 

Increase demands for alternative energy and pollution 

problem caused by the widespread usage of fossil fuel 

have stimulated increasingly development of alternative 

source of energy. Biodiesel has marked a realistic option 

among other biofuel because of its environmental friend-

liness, readily available feedstock and technical feasible 

[1]. Biodiesel synthesized from lipid feedstocks (e. g., 

waste cooking oil). is considered as potential feedstock 

because of its biodegradability, higher flash point, lubrici-

ty, less exhaust emission, higher cetane, and almost zero 

sulphur content [2]. The adoption of up to 20 % biodiesel 

has been implemented in many developed country, but 

there is practical step towards exploring of higher blends 

for the future heavy-duty vehicles capable of up to 

40 % (B40) [3, 4]. Biodiesel, although a biodegradable 

and sustainable fuel, often associated with degradation of 

automotive elastomers and corrosion of automotive parts 

when exposed to biodiesel [5, 6]. Degradation of automo-

tive rubbers implies irreversible deterioration of the phys-

ical and chemical properties [7]. Notable factors that 

cause degradation are temperature, light, ionizing, radia-

tion, humidity, fluids, bio- organism, mechanical stress 

and electrical stress [8]. In addition, the corrosiveness and 

degradation nature of automotive parts have been aggra-

vated by the presence in the molecules in biodiesel [9]. In 

spite of the numerous advantages of biodiesel over fossil 

diesel, rubber automotive material is prone to wear and 

degradation when exposed to biodiesel. Polymers such as 

elastomers and plastic can degrade because of pure bio-

diesel contact [10]. As a result of degradation, mechani-

cal properties such as hardness, tensile strength, cracking 

and chemical disintegration of petroleum products are 

being affected [10, 11]. Moreover, the degree of degrada-

tion of automotive rubber has been attributed to high 

level of biodiesel contact [12]. The impact of employing 

high blends of biodiesel has been identified to cause sev-

eral problems of corrosion, degradation, filter clogging, 

pour combustion, low performance, and so on by several 

authors [13, 14]. In addition, insufficient information 

regarding compatibility of biodiesel and elastomers has 

been causing set-backs in an automotive industry [12]. 

Several researchers have investigated the degradation 

natureof elastomers in different types of fuel and its 

blends [15–20]. Besse and Fay [21] investigated the ef-

fect of soya biodiesel-diesel fuel blends on the tensile 

strength, hardness, elongation and swelling on different 

polymers. Their results showed that nitrile, nylon 6-6, 

and high density polypropylene change in physical prop-

http://jes.sumdu.edu.ua/
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erties while Teflon, Viton 401-C, and Viton GFLT did 

not cause a significant change. Alves et al. [18] investi-

gated the effect of biodiesel from palm and soy bean oil 

on the degradation behaviour and sealing capacity of 

nitrile rubber (NBR) and fluorocarbon (FKM). They re-

ported a decrease in mass of the NBR for all biodiesel. 

Trakampruk and Porntangjitlikit [22] studied effect of 

biodiesels on six kinds of elastomers properties related to 

fuel systems. The researchers remarked that the biodiesel 

has negligible impact on the properties of co–polymer 

FKM, and terpolymer FKM. Haseebet al. [23] compared 

degradation properties of five types of elastomers 

(EPDM, NBR, CR, SR and PTFE) in palm bio-

diesel / diesel fuel. Their results demonstrated that the 

compatible elastomers in palm biodiesel to be  

PTFE > SR > NBR > EPDM > CR. Haseebet al. [24] 

investigated the degradation of various elastomers in 

palm biodiesel. Their analysis showed that mechanical 

properties such as tensile strength, elongation and hard-

ness were reduced for both nitrile rubber and polychloro-

prene while little changes were observed for fluoro-

Viton. Nuneset al. [25] determined the effect of biodiesel 

on nitrile rubber with three kinds of acrylonitrile contents 

at 28 %, 33 % and 45 %. Their analysis demonstrated that 

the higher content of acrylonitrile makes the nitrile rubber 

more resistance to biodiesel degradation. However, none 

of these studies analyzed degradation of Viton fuel in the 

spectrum range of blends of waste cooking oil methyl 

ester and fossil diesel. It is worth knowing that infor-

mation associated with degradation of the Viton fuel hose 

system will provide base data information for biodiesel 

stakeholders in automotive industry. The present work 

aimed to investigate the degradation characteristic of 

Viton fuel hose in waste cooking oil biodiesel/diesel fuel 

blends. This analysis further verified the influence of 

exposition to the fuel and the changes in the mechanical 

and degradation properties were also studied. 

2 Research Methodology 

2.1 Blend preparation and characterization 

The biodiesel employed in this work was synthesized 

in a reactor shown in plate 1. Basic alkaline transesterifi-

cation was adopted on waste cooking oil (WCO) using 

oil / methanol molar ratio of 5:99, with 1.1 % potassium 

hydroxide by weight as the catalyst. The reaction duration 

and temperature were 78 min and 60 °C respectively. The 

fossil diesel was procured from Jocceco Filling station, 

Warri, Delta State, Nigeria. The splash method was 

adopted to prepare three blends of  waste cooking oil 

methyl ester (WCOME) and fossil diesel (B0) at propor-

tions of B10 (10 %), B20 (20 %) and B40 (40 %) on vol-

ume basis. In order to ensure homogeneous mixture, re-

quired volume of WCOME and B0 was mixed and agitat-

ed as described elsewhere [26–28]. 

The blend properties of fuel types were analyzed fol-

lowing the ASTM standards. Density was measured in 

accordance with ASTM D1250 [29] using calibrated 

glass API gravity hydrometers. Viscosity was determined 

following ASTM D445 standard [30] using a Model 

VSTA-2000 Chongqing viscometer (Gallekamp model 

A345, UK).The Flash point was determined according to 

the procedures in ASTM methods D56 [31] using a Mod-

el 750/AUT Pensky-Martens flash tester (USA, 0.1 °C 

accuracy). Acid value (AV, mgKOH/g) was determined 

as indicated in ASTM D664 [32] using an automated 

titration system (Toledo, USA). Cloud (CP, °C), pour 

(PP, °C) and freezing points (FP, °C) analyzed were 

made in accordance with ASTM standards D2500, D97 

and D5901 [32] (ASTM, 2007) respectively, using a 

Model 664 Lawler CP, PP and FP analyzer (USA, 0.1 °C 

accuracy). Sulphur content was measured in accordance 

with ASTM D129 [33] using a Horiba sulphur analyzer 

(Tokyo, Japan). 

Schematic set up diagram for transesterification is pre-

sented in Figure 1. 
 

 

Figure 1 – Schematic set up diagram for transesterification:  

1 – heating mantle; 2 – reactor; 3 – tripod stand;  

4 – condenser; 5 – clamp; 6 – power source 

2.2 Elastomer preparation 

The test was conducted using 10 test coupons 7×100 
mm, cut from a Viton fuel hose, as set by ASTM D471 
[34]. Two jars per coupon were used for immersion test 
and the Viton fuel hoses were suspended by stainless 
safety wire, via 2.5 mm hole in the end of each one, so 
that they were completely immersed but were not rested 
on the bottom of the jar.The mass of the automotive rub-
ber types before swelling of the test coupon were subse-
quently determined using an analytical balance (Contech, 
India). The temperature was maintained constant during 
the exposure time for 720 hours, as stipulated by the 
standard using circulating water bath. The ten time cou-
pons were kept in the dark. The coupons were removed 
from the vessel and suspended outdoor to enable fuel 
evaporate, so that other final mass after swelling was then 
carried out. Finally, the percentage mass changes were 
calculated by the following equation: 

 %,100·
1

12

m

mm
m


  (1) 

where ∆m – change rate of mass; m1 – sample mass be-
fore immersion; m2 – sample mass after immersion. 
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2.3 Mechanical parameters evaluation 

The mechanical properties testing of duplicate test 

elastomers were conducted before and after swelling 

experiment. Mechanical properties such as hardness test-

ing and compression testing with Rockwell hardness 

testing machine (Excel B34H, England) and  universal 

tensiometer machine (TM 415, England), situated at the 

University of Nigeria, Nsukka, respectively. 

2.4 Degradation of the fuel types and surface 

morphology 

The changes in the surface morphology of the coupons 

Viton fuel hose after being exposed to the fuel types were 

investigated by JCM 100 mini scanning electron micro-

scope (SEM) (Joel, USA) at the Chemical Engineering 

Department, Ahmadu Bello University, Zaria, Kaduna 

State, Nigeria. 

Moreover, degradation of the different bio-

diesel / diesel fuel types was assessed before and after 

using total acid number. 

3 Results 

3.1 Characterization of waste cooking oil 

methyl ester and diesel fuel blends 

Presented in Figures 2–9 are the variations of basic 

fuel properties and biodiesel content. Fuel properties of 

the experimental data were correlated as a function of 

biodiesel concentration. The effect of biodiesel concen-

tration was investigated on the following key properties: 

such as density, kinematic viscosity (KV), flash point 

(FP), acid value, water content, pour point (PP), cloud 

point (CP), freezing point and sulphur content (SC). 

Density increased as the content of WCOME increased 

in the blends. As the content of WCOME–fossil diesel 

shifted from 10 % to 40 %, the density of the biodiesel 

blends advanced from 862.6 to 871.2 kg/m
3
 but they are 

within the specification of EN14214 standard (860–
900 kg/m

3
). Second-degree equation was found suitable 

to correlate the variation of densities and WCOME–diesel 

fuel blends. The coefficient of determinant (R
2
) from the 

density regression model shows that over 99.6 % of the 

data is captured in the empirical equation. Hammare and 

Yamin [35] reported that more fuel is injected as the fuel 

density increase. 

The kinematic viscosity (KV) of the WCOME–diesel 

fuel blends certified the density norms of the ASTM 

D6751 (1.9–6.0kg/m
3
) and EN14214 (3.5–5.0 kg/m

3
) 

specification even though the KV of the WCOME in-

creased as the content of biodiesel in the blends in-

creased. The third-degree model equation was found 

adequate to correlate the variation of KV and WCOME-

diesel fuel blends. Similar observation was also reported 

by Alptekin and Canacki [36]. The high R
2 

(0.978) indi-

cates that over 97.8 % of the data is captured by the em-

pirical equation. 

The flash point (FP) increased as the content of 

WCOME increases in the blends. The increasing trend 

reveals that the fuels are safe to transport and store. A 

third-degree polynomial equation was utilized to correlate 

the variation of FP with biodiesel content at any blend. 

The R
2
 of 0.999 reveals that over 99.9 % of the measured 

FP was captured by the FP regression equation. 

The cloud and pour points values increased as the con-

tent of waste cooking oil methyl esters advance in the 

blends. A second-order degree equation and third-degree 

equation were developed for the respective cloud point 

and pour point variation with biodiesel percentage. The 

high R
2
 (0.999) and R

2
 (0.995) resulting from the pour 

point regression model and cloud point polynomial, re-

spectively reveal that not less than 99 % of the experi-

ment data were captured for the cloud and pour points 

measured. 

The freezing point increased from –15 °C to –12 
o
C as 

the percentage of biodiesel advanced from B10 to B40. 

The values of freezing point of WCOME (2 °C) were 

higher than that of the diesel fuel (–16 °C). The measured 

freezing points are found to be correlated by the third-

degree equation and a high R
2
 (0.999) indicates that over 

99.9 % of the data are captured by freezing point regres-

sion model. 

The sulphur content of the WCOME-diesel blends cer-

tified the sulphur content norms of the ASTM D6751and 

EN14214 (0.05 mg) specification, even though the sul-

phur content of the WCOME decreased as the content of 

biodiesel in the blends increased. The result is in con-

sistent with the findings of sulphur content of loofa oil 

ethyl ester blends [37]. Sulphur (IV) oxide is expected to 

reduce if fossil diesel is fuelled with WCOME blends. 

The third degree model equation was found adequate to 

correlate the variation of sulphur content and methyl ester 

in the blends. The high R
2
 (0.9999) indicates that 99.9 % 

of the experiment was captured by the sulphur content 

model equation. 

 

 

Figure 2 – Variation of density with biodiesel fraction 
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Figure 3 – Variation of kinematic viscosity  

with biodiesel fraction 

 

Figure 5 – Variation of acid value with biodiesel fraction 

 

Figure 7 – Variation of pour point with biodiesel fraction 

 

Figure 4 – Variation of flash point with biodiesel fraction 

 

Figure 6 – Variation of cloud point with biodiesel fraction 

 

Figure 8 – Variation of freezing point with biodiesel fraction 
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Figure 9 – Variation of sulphur content with biodiesel fraction 

3.2 Mass change rate and mechanical proper-

ties of Viton fuel hose 

To obtain a detailed overview on degradation potential 

of diesel fuel (B0), waste cooking oil biodiesel/diesel fuel 

blends(B10, B20, and B40) and  waste cooking oil bio-

diesel (B100),percentage change in mass, change in hard-

ness, change in compressive strength and tensile strength 

were determined. Figure 10 shows mass change of Viton 

fuel hose after being exposed to B0, B100 and its blends 

at 35 °C for 720 hours. As can be observed in Figure 10, 

mass change of Viton fuel hose exposed to the fuel types 

increased as the biodiesel content increased. Coronado 

et al. [11] attributed the phenomenon to the solvent ab-

sorption and relaxation of polymer chain. Haseeb et al. 

[24] further attributed the increase in mass change to the 

interaction of ester present in the biodiesel with elastomer 

through dipole-dipole interaction, causing swelling.  

Presented in Figures 11–13 are the variations of 

change in hardness, compressive strength and tensile 

strength, respectively at 35 °C for 720 hours. Figure 11 

depicts the hardness change of Viton hose exposed to 

different fuel types. This indicates increasing biodiesel 

concentration; consequently decreased the hardness 

change of Viton hose. As can be observed in Figure 11, 

the hardness change of Viton hose in B10, B20, B40 and 

B100 is lower than that of B0.This can be attributed to 

dissolution of linkage agents between the polymeric 

chains, resulting in a reduction of hardness of Viton hose 

exposed to high concentration of biodiesel [11]. This 

observation is consistent with the report of Sellden [38]. 

Percentage change in hardness quadratically decreased 

with increasing biodiesel content. Owing to this variation, 

a second degree model equation was found adequate to 

correlate the variation of change in hardness versus 

WCOME-diesel fuel blends. The high R
2
 (0.993) indi-

cates that 99.3 % of the experiment was captured by the 

change in hardness model equation for Viton fuel hose.  

The variation between percentage change in compres-

sive strength and biodiesel fraction is presented in  

Figure 12. The change in compressive strength of Viton 

fuel hose decreased with increasing biodiesel content in 

the blend. The adopted compressive strength model equa-

tion has high R
2
 (0.982) indicates that 98.2 % of the com-

pressive strength measured was captured by the compres-

sive strength regression equation for Viton fuel hose.  

Presented in Figure 13 is the relationship between ten-

sile strength and biodiesel/diesel fuel types. As noticed in 

Figure 13, the percentage change in tensile strength for 

Viton fuel hose decreased with increasing biodiesel con-

tent in the blends. The reduction in tensile strength of the 

Viton exposed to higher biodiesel content was attributed 

to the higher loss of cross-linkage between polymeric 

chains [16, 18]. The second degree model equation was 

found adequate to correlate the variation of tensile 

strength Viton fuel hose with WCOME-diesel fuel 

blends. The high R
2
 (0.993) indicates that 99.3 % of the 

experiment was captured by the tensile strength  model 

equation for Viton fuel hose. 

 

 

Figure 10 – Relative change in mass of Viton fuel hose  

with biodiesel fraction 

 

Figure 11 – Variation of hardness test on Viton fuel hose  

with biodiesel fraction 
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Figure 12 – Variation of Viton fuel hose  

compressive strength with biodiesel 

3.3 Acidity change of different fuel and surface 

morphology of Viton fuel hose 

Figure 14 depicts fuel acidity change after Viton fuel 

hose has been exposed to  biodiesel/diesel fuel blends. As 

can be observed, blends B10, B20, B40 and B100 showed 

remarkable change in acidity to diesel fuel. These results 

are in consistent with earlier reports by other researchers 

[11, 24]. Their results indicated that biodiesel is more 

prone to oxidation than fossil diesel. 

Presented in Figure 15 is the surface morphology of 

Viton fuel hose (VFH) before and after exposed to differ-

ent fuel types. Deterioration of VFH is accentuated when 

the biodiesel content increased in the fuel types.  This is 

evident by more pits and crack observed in VFH in bio-

diesel and its blends compared to diesel fuel. Hence, this 

study recommends the use of low biodiesel content to be 

blended with diesel exposed to VFH. 

 

Figure 13 – Variation of Viton fuel hose tensile strength  

with biodiesel fraction 

 

 

Figure 14 – Acid number of the different fuels  

prior and after the immersion tests 

 

 

 

 

  
a b c d e f 

Figure 15 – SEM micrographs of Viton hose surface and after exposed to diesel (B0), B10, B20, B40, B100 blends  

at 35 °C for 720 hours: a, d – Viton hose before; b, e – Viton hose / B0; c, f – Viton hose / B10 
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4 Conclusions 

The following conclusions can be deduced from re-

sults obtained from blend characterization of diesel and 

waste cooking oil biodiesel and its effecton degradation 

of Viton hose system. Blend density, kinematic viscosity, 

flash point, cold flow properties, freezing point increases 

while sulphur content decreases  with increasing biodiesel  

 

percentage. The density and cloud point variations with 

biodiesel fraction in the blends follow second degree 

equation, while those of kinematic viscosity, flash point, 

pour point, freezing point and sulphur content are found 

to be well fitted by third degree regression equation. 

Mass change increased while hardness, compressive 

strength and tensile strength of Viton fuel decreased with 

increasing content of biodiesel in the blends. 
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Характеристика та деградація паливного шлангу, що піддається  
випливу суміші дизельного палива з відпрацьованими відходами 

Самуель О. Д.1, Емовон І.1, Ідубор Ф. І.1, Адекомайа О.
2
 

1 Федеральний університет нафтових ресурсів, м. Еффурум, P.M.B. 1221, Нігерія;  
2 Технологічний університет ім. Тшване, м. Преторія, 0001, Південно-Африканська Республіка 

Анотація. Деградація та несумісність біодизеля з паливною системою є головною проблемою, пов’язаною 
із застосуванням першого. У цьому дослідженні були досліджені основні властивості палива, такі як 
щільність, кінематична в’язкість, точка займання, вміст сірки тощо у результаті змішування 
біодизеля / дизельного палива (зокрема, B10, B20 і B40) з відходами. Паливні шланги, що піддаються впливу 
різних типів палива та їх характеристик деградації, загальної кількості кислот та зміни морфології поверхні. 
Знайдено вищезазначені параметри, значення яких збільшуються від зменшення вмісту сірки при збільшенні 
вмісту біодизельного палива у суміші. Зазначено, що концентрація біодизелю впливає на властивості 
еластомерів, що призводить до випинання паливного шлангу. Встановлено, що експлуатація шлангів для 
палива з підвищеним вмістом біодизельного палива призводить до зменшення міцності на розрив, жорсткості 
та міцності при стисканні. 

Ключові слова: деградація, паливний шланг, біодизель, твердість, міцність на стискання, випинання. 
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Abstract. The study of the concentration of trace metals in soils by atomic absorption analysis was carried out. 

The results indicate the transformation of their migration properties. The diversity and versatility of behavior of 

chemical elements in environmental components after the fire was noted. In different ecological conditions, it is pos-

sible to observe a wide range of quantitative values of geochemical migration or accumulation of any particular 

chemical element. Analytical results show that the contents of migrant elements, pH values, areas of incidents, which 

are approximately in the same conditions, but passed by the grass or upper fire differ quite tangibly. Trace metals that 

hit the environment can form difficult soluble hydroxides. In addition, in the soil solution, there is a probability of the 

formation of hydroxocomplexes with different amounts of hydroxide ions by metals. The range of precipitation of 

hydroxides and the region of predominance of soluble hydroxocomplexes have been studied by constructing concen-

tration-logarithmic diagrams. On the basis of the calculations it can be argued that the influence of the technogenic 

loading of pyrogenic origin on the geochemical migration of trace metals takes place. The obtained calculations can 

be used to predict the geochemical migration of trace metals in soils after the man-made consequences of emergen-

cies of pyrogenic origin. 

Keywords: chemical element, hydroxocomplex, migration ability, concentration-logarithmic diagram. 

1 Introduction 

At present, in Ukraine, studies focused on studying the 
man-made load due to the action of the pyrogenic  

(literally “generated by fire”) factor on the environment, 
are given insufficient attention to. At the same time, the 

number of natural fires and their consequences increases 
from year to year. In the process of the restoration of 

natural ecosystems, it is the soil that determines both the 
type of vegetation and the dynamics of plant communi-

ties; hence the influence of natural fires on the properties 
of soils is one of the important tasks in the field of soil 

science. 

The purpose of this paper is to study the geochemical 
aspects of the accumulation of trace metals under the 
influence of the man-caused load of pyrogenic origin. 

2 Literature Review 

There is no single-valued explanation for the causes 

that affect the behaviour of trace elements, in particular 

trace metals (TM), under the influence of technogenic 

effects. Literature data analysis allows noting the diversity 
and versatility of the behaviour of chemical elements in the 

components of the environment after fire damage. At vari-

ous environmental conditions, a wide range of quantitative 

values of geochemical migration or accumulation of any 
specific chemical element can be observed [1]. For example, 
the concentration of mercury in soil after a ground fire is 
from 27.3 to 64.3 %. The discrepancy is almost by a factor 

of 2.36 [2]. 

As a rule, anionogenic elements have the best migration 

characteristics. Naturally they exist in the form of anions 
and highly soluble salts. For example, these are molyb-

denum and boron. Cationogenic elements, like zinc, copper, 
manganese and cobalt, migrate in the form of cations in the 
composition of highly soluble salts, sols, complex com-

pounds and salts of fulvic acids [3].  
The bulk of TM, like Cu, Hg, Cd, As, Pb, etc., migrates 

in the composition of dust and aerosols. But when it comes 

to single cases of the minor migrations of ore elements, like 
Cr, Ni, Co, Mg, etc., which most often passively accumulate 

in the lithogenous basis of burned and/or adjacent area, so 

the role of large dust particles [4] should be recognized. 

http://jes.sumdu.edu.ua/
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The type of fire and its intensity affect the migration of 
chemical elements. The higher firepower, the higher the 
quantitative parameters of the air migration of chemical 
elements. It is obvious that there are other factors that 
determine the behaviour of TMs in fires in ecosystems. 

Analytical results showed that areas of fires being un-
der approximately the same conditions but traversed by 
ground or crown fire differ significantly in the content of 
migrating elements (mg/kg) and pH values. 

In a general crown fire, a number of chemical ele-
ments, for example, mercury, cadmium, selenium and 
artificial radionuclides are taken out of the fire zone, their 
contents are 30–45 % of their concentration in the areas 
of a ground fire [2]. The pH value increases by 6–10 %. 
Undoubtedly, this is due to the increase in the amount of 
ash that has an alkaline reaction, but it could be partially 
removed from the soil cover of the burned area by aeolian 
or hydrological processes. For this reason, it is not possi-
ble to correctly establish the relationship between the 
amount of ash and the pH value in the burned areas in a 
given time after the fire. The above examples of geo-
chemical migration processes convincingly evidence that 
in addition to the type of fire as a factor in the migration 
of chemical elements from burned areas, the state of 
light-combustible materials, namely, the moisture content 
of the forest litter, is played a presentable role. This al-
lows us to formulate one more reason determining the 
behaviour of TMs in forest fires: the physical state of 
ground forest combustible materials also serves as one of 
the factors determining geochemical migration in a natu-
ral fire. 

It is known that different plants accumulate different 
microelements in different ways. That is, the nature of the 
distribution of trace metals in terrestrial plant parts should 
be taken into account. This determines the quantitative 
indicators of geochemical migration of chemical elements 
in a fire. The most characteristic is the radial distribution 
of most TMs in the soil profile, including the upper soil 
horizons with interlayers of steppe mat and forest litter. 
And in this event there is a significant fluctuation of TM 
content in radial differentiation within the soil profile. 

Burnout of the upper parts of steppe mat, mosses, li-
chens and forest litter is accompanied by a weak emission 
of migrating trace elements not only because the upper 
layers of surface combustible materials dry out faster than 
the lower ones, but also because in these horizons their 
elevated concentrations are in the lower intervals but not 
in the upper ones. 

Consequently, it should be emphasized that the com-
plex interaction of chemical elements with each other, the 
state of ground combustible materials and the distribution 
of elements in soil vertical profiles are responsible for the 
behaviour of chemical elements during fires in ecosys-
tems. 

In windless weather, during the spread of a fire in the 
ecosystem, the chemical elements held by the fiery con-
vection current migrate vertically to the upper atmospher-
ic layers and, as it cools, settle on the burned area. The 
wind promotes the spread of the smoke plume beyond the 
pyrogenically affected area. This also makes it possible to 
recognize the role of weather conditions as one of the 
factors determining the migration of chemical elements 
from burned areas. However, in our opinion, this factor 

can be applied only to small fires, since the general crown 
fires are accompanied by the formation of vortex air cur-
rents tightening cold air masses from the areas adjacent to 
the fire. At the same time a horizontal advection movement 
of the smoke plume in such fires can not only be predicted 
but also almost impossible to take into account during a fire. 
At the same time, dry and warm weather will be favourable 
for atmospheric migration, while foggy and rainy weather 
will facilitate the rapid washout and deposition of dust and 
aerosol particles of the smoke plume. All presented ana-
lyzed information allows confirming the existence of anoth-
er factor, of which the spread of the smoke plume depends 
on during the fire in the ecosystem: weather conditions af-
fecting the migration or accumulation of separate chemical 
elements within the burned area. 

There is no doubt that the transformation of steppe mats, 
forest litter, mosses, lichens, etc. in various combustion 
products (ash, coal, dust, aerosols, etc.) under the influence 
of high temperatures, natural fires are able to affect the mi-
gration of all the chemical elements. 

It is proved that in the components of natural systems 
chemical elements occur in different states: sorption, ab-
sorption, and complex organo-mineral compounds, etc. But, 
since it is referred to natural fires, and consequently high 
temperatures, I.V. Alekseenko [2] considers their behaviour 
as depending on the temperatures of their boiling and evap-
oration. He associates active migration of cadmium and 
mercury with their low boiling points, whereas in such TMs 
as copper, chromium, nickel and cobalt it is an order of 
magnitude higher, namely they tend to be geochemically 
accumulated in the lithogenous basis of the burned area 
(°C): Hg = 357, As = 610, Cs = 690, Cd = 765, Zn = 907, 
Mg = 1 107, Pb = 1 744, Mn = 2 151, Sr = 1 384, Cr = 
2 482, Cu = 2 595, Ni = 2732, V and Co = 3 000. 

However, manganese falls from the above trend: having a 
high boiling point, it easily migrates. On the other hand, the 
migration of arsenic is low, although sublimation of this 
chemical element already occurs at a temperature of 610 °C. 
The reason for the low values of this indicator can be stay-
ing of arsenic within the mineral part of the forest litter and 
an expressed close connection with iron. The behaviour of 
sodium and potassium, which accumulate in the soils of 
burned areas but have a low temperature gradient, does not 
correspond to this pattern too. 

Thus, the analysis of the above data allows us to con-
clude that the behaviour of trace metals during fires in eco-
systems depends on many factors, the main of which are the 
following: the type of fire, the state of forest fuels, weather 
conditions, the geochemical properties of chemical elements 
and the nature of their distribution in components of the 
ecosystem. 

During fires, the top few centimeters of soil are exposed 
to high temperatures, so the most drastic changes occur in 
the litter and in the upper part of the humus horizon. In the 
process of combustion, there is a significant loss of soil 
organic matter. Under the influence of high temperatures 
during a fire, most of carbon from the organic substance is 
oxidized to gaseous forms (mainly CO2) and volatilizes. 
During intense fires, the organic matter of the above the soil 
surface horizons and the upper part of the humus horizon 
are destroyed while the formation of a large number of car-
bonate compounds of alkaline and alkaline-earth elements, 
which causes an increase in the pH response, takes place. As 
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noted by Yu. M. Krasnoschekov, et al. [5], the shift in 
soil acidity after a fire can be very considerable, it was 
recorded events from pH = 5.7–5.9 before a fire to pH = 
8.7 after passing a ground fire. Two months after the fire, 
pH of the surface horizon remains to be 8.0, and only in 
the burned areas 10 years after fire the reaction of the 
upper organogenic horizons is restored. In addition to the 
microelements, which are of vital significance for plants, 
entering soil after passing through fire, large amounts of 
Fe, Al, Zn, Mn and other trace metals are supplied to-
gether with ash. 

3 Research Methodology 

Let us examine in more detail the conditions for the 

formation of mobile forms of trace metals in soils, which 
will allow us to conclude of their migration or accumula-

tion in the geochemical environment. 

Trace metals that enter the environment can form hard-

ly soluble hydroxides. In addition, in the soil solution 

there is the possibility of the formation of hydroxocom-

plexes by metals with different amounts of hydroxide 
ions [1]. The range of precipitation of hydroxides and the 
ranges of the predominance of soluble hydroxocomplexes 
have been studied by plotting concentration-logarithmic 

diagrams (CLDs) [6]. The dissolution of metal hydroxide 
illustrated with the example of the formation of copper 
hydroxide and the formation of its complex compounds is 
described by three main reactions as follows: 

 
Cu(OH)2 = Cu

2+ 
+ 2OH

–
;  lgK s= –19.66; 

(2 – n)·OH
–
 + H

+
 = H2O ;  lgKw = 14; 

Cu
2+

 + n·OH
–
 = Cu(OH)n

2 – n
;  lgβn. 

 
Lumped reaction: 
 

Cu(OH)2 + (2 – n)·H
+
 = Cu(OH)n

2-n
 + (2 – n)·H2O; 

lgK = lgKs + lgβn – (2 – n) lgKw; 
 
n = 1: Cu

2+
 + OH

–
 = Cu(OH)

+
;  lgβ1 = 6.0; 

n = 2: Cu
2+

 + 2OH
–
 = Cu(OH)2;  lgβ2 = 13.18; 

n = 3: Cu
2+

 + 3OH
–
 = Cu(OH)3

–
 ; lgβ3 = 14.42; 

n = 4: Cu
2+

 + 4OH
–
 = Cu(OH)4

2–
; lgβ4 = 14.56.

 

 

To calculate the equilibrium constant of the total reac-

tion, logarithms of the products of hydroxide solubility 
and the stability constants of metal complexes and hy-
droxide ions were used. 

The equilibrium concentrations of metal-containing 

particles will be the following: 

 
lg[Сu(OH)n

2 – n
] = lgKs + lgβn – (2 – n)·lgKw – (2 – n)·pH; 

 
n = 0: lg[Сu

2+
] = lgKs – 2lgKw – 2pH = 8.34 – 2pH; 

n = 1: lg[Cu(OH)
+
] = lgKs + lgβ1 – lgKw – pH =  

= 0.34 – pH; 

n = 2: lg[Cu(OH)2] = lgKs + lgβ2 = –6.48; 
n = 3: lg[Cu(OH)3

–
] = lgKs + lgβ3 + lgKw + pH =  

= –19.24 + pH; 
n = 4: lg[Cu(OH)4

2–
] = lgKs + lgβ4 + 2lgKw + 2pH =  

= –33.1 + 2pH. 
 

Thus, from the diagrams shown in Figure 1, it is possible 

to clearly determine the ranges of maximum precipitation of 

metal hydroxides. The condition for the precipitation of 

Me
z+

 is considered that it achieves concentration of the or-

der of 10
–5

 mol/l in the soil solution. From Figure 1, at 

pH  6.8, copper is in a dissolved form, at higher pH values, 

copper precipitates in the form of hydroxide Cu(OH)2, and 

at very high levels (pH  13), hydroxocomplexes Cu(OH)3 

are formed but their concentration is very low, which allows 

us to conclude that copper compounds in neutral medium 

have a high migration capacity and their fixation at 

pH  6.8. Calculations have been made and corresponding 

diagrams have been plotted for a number of other metals. 
 

 

Figure 1 –  The concentration-logarithmic diagram (CLD)  

of forming copper hydroxocomlexes 

4 Results 

The precipitation ranges of hydroxides calculated by us 

with the aid of CLDs are in good agreement with the exper-

imental data obtained by Yu. Lurie [7]. 

In neutral soil, most metals, such as Al, Cr, Zn, Cu, 

Fe (II), Co and Ni, are in hardly soluble forms (in the forms 

of hydroxides), at this their migration capacity is not large, 

which leads to the accumulation of chemical elements in 

soils. Under such conditions, trace metals are not washed 

out of soils, they are not assimilated by plants, instead their 

accumulation in soils occurs [1]. 

If a significant shift in pH occurs, as for example was 

recorded by Yu.M. Krasnoschekov et al. [5], the behaviour 

of copper compounds will change dramatically. At pH = 5.7 

before the fire, the concentration of [Cu
+2

] = 0.01 mol/l, at 

pH = 8.7 after the fire, all copper in an insoluble form will 

accumulate in soils. 

Fe
2+

 ions migrate easily in acidic, neutral and even slight-

ly alkaline medium up to pH = 9.5, and only in strongly 

alkaline medium hydroxide Fe(OH)2 is formed. 
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5 Conclusions 

On the basis of our calculations, it can be argued that 

the effect of the man-made load of pyrogenic origin on 

the geochemical migration of trace metals takes place. 

Compounds of Fe
3+

 at pH = 4.5–14.0, Cu
2+

 at pH = 7–14, 

Cr
2+

 at pH = 7–9, Zn
2+

 at pH = 8–11, Ni
2+

 at pH = 8–14, 

Pb
2+

 at pH = 9–12, Fe
2+

 at pH = 9.5–14 have the lowest 

migration abilities. In a more acidic environment, soluble 

substances are formed, but with an increase in pH = 0.5–
1.0 only, their mobility can decrease by an order of mag-

nitude, which contributes to their concentration in soils 

after fire. 

In neutral in their reaction soils most of trace metals, like 

Cr, Zn, Cu, Fe (II), Ni, are in hardly soluble forms as hy-

droxides, at this their migratory abilities are low, which 

leads to accumulation of these elements in soils. 

Trace metals, which are mobile in a neutral medium, 

such as Fe (II), Cd, Co, Mg and Mn should be allocated in a 

separate group. Any increase in the level of pH facilitates 

their fixation. 

The calculation results obtained can be used to predict 

the geochemical migration of trace metals in soils in conse-

quence of the man-made emergencies of pyrogenic origin. 
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Аɧɨɬɚɰɿɹ. ȼɿɞɡɧɚɱɟɧɨ ɪɿɡɧɨɦɚɧɿɬɧɿɫɬь ɩɨɜɟɞɿɧɤɢ ɯɿɦɿɱɧɢɯ ɟɥɟɦɟɧɬɿɜ ɭ ɞɨɜɤɿɥɥɿ ɩɿɫɥɹ ɭɪɚɠɟɧɧɹ ɩɨɠɟɠɚɦɢ. 
Ɇɨɠɧɚ ɫɩɨɫɬɟɪɿɝɚɬɢ ɲɢɪɨɤɢɣ ɞɿɚɩɚɡɨɧ ɤɿɥьɤɿɫɧɢɯ ɡɧɚɱɟɧь ɝɟɨɯɿɦɿɱɧɨʀ ɦɿɝɪɚɰɿʀ ɚɛɨ ɚɤɭɦɭɥɹɰɿʀ  ɯɿɦɿɱɧɨɝɨ 
ɟɥɟɦɟɧɬɚ. ȼɚɠɤɿ ɦɟɬɚɥɢ, ɳɨ ɩɨɬɪɚɩɢɥɢ ɭ ɞɨɜɤɿɥɥɹ, ɦɨɠɭɬь ɭɬɜɨɪɸɜɚɬɢ ɝɿɞɪɨɤɫɢɞɢ ɚɛɨ ɝɿɞɪɨɤɫɨɤɨɦɩɥɟɤɫɢ, 
ɜɿɞ ɹɤɢɯ ɡɚɥɟɠɢɬь ɦɿɝɪɚɰɿɣɧɚ ɡɞɚɬɧɿɫɬь. Дɿɚɩɚɡɨɧ ɨɫɚɞɠɟɧɧɹ ɝɿɞɪɨɤɫɢɞɿɜ ɬɚ ɨɛɥɚɫɬɿ ɩɟɪɟɜɚɠɚɧɧɹ ɪɨɡɱɢɧɧɢɯ 
ɝɿɞɪɨɤɫɨɤɨɦɩɥɟɤɫɿɜ ɜɢɜɱɟɧɿ ɡɚ ɞɨɩɨɦɨɝɨɸ ɩɨɛɭɞɨɜɢ ɤɨɧɰɟɧɬɪɚɰɿɣɧɨ-ɥɨɝɚɪɢɮɦɿɱɧɢɯ ɞɿɚɝɪɚɦ. Сɬɜɨɪɟɧɨ 
ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɝɟɨɯɿɦɿɱɧɨʀ ɦɿɝɪɚɰɿʀ ɫɩɨɥɭɤ ɦɿɞɿ ɭ ґɪɭɧɬɚɯ ɩɿɫɥɹ ɩɿɪɨɝɟɧɧɨɝɨ ɜɩɥɢɜɭ. ɇɚ ɩɿɞɫɬɚɜɿ ɪɨɡɪɚɯɭɧɤɿɜ 
ɦɨɠɧɚ ɫɬɜɟɪɞɠɭɜɚɬɢ, ɳɨ ɦɚє ɦɿɫɰɟ ɜɩɥɢɜ ɬɟɯɧɨɝɟɧɧɨɝɨ ɧɚɜɚɧɬɚɠɟɧɧɹ ɩɿɪɨɝɟɧɧɨɝɨ ɯɚɪɚɤɬɟɪɭ ɧɚ ɝɟɨɯɿɦɿɱɧɭ 
ɦɿɝɪɚɰɿɸ ɜɚɠɤɢɯ ɦɟɬɚɥɿɜ. Ɉɬɪɢɦɚɧɿ ɪɨɡɪɚɯɭɧɤɢ ɦɨɠɧɚ ɜɢɤɨɪɢɫɬɨɜɭɜɚɬɢ ɞɥɹ ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɝɟɨɯɿɦɿɱɧɨʀ 
ɦɿɝɪɚɰɿʀ ɜɚɠɤɢɯ ɦɟɬɚɥɿɜ ɭ ґɪɭɧɬɚɯ ɩɿɫɥɹ ɬɟɯɧɨɝɟɧɧɢɯ ɧɚɫɥɿɞɤɿɜ ɧɚɞɡɜɢɱɚɣɧɢɯ ɫɢɬɭɚɰɿɣ ɩɿɪɨɝɟɧɧɨɝɨ 
ɩɨɯɨɞɠɟɧɧɹ. 

Ʉɥɸɱɨɜɿ ɫɥɨɜɚ: ɯɿɦɿɱɧɢɣ ɟɥɟɦɟɧɬ, ɝɿɞɪɨɤɫɨɤɨɦɩɥɟɤɫ, ɦɿɝɪɚɰɿɣɧɚ ɜɥɚɫɬɢɜɿɫɬь, ɤɨɧɰɟɧɬɪɚɰɿɣɧɨ-ɥɨɝɚɪɢɮɦɿɱɧɚ 

ɞɿɚɝɪɚɦɚ. 
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Abstract. In this paper, potential of beneficial products recovery was investigated from plastic medical waste 

(PMW) by pyrolysis process. Disposable plastic is one of the chief items in the medical waste. High density polyeth-

ylene and Polypropylene is the main component of several PMW. These plastics have a higher latent as hydrocarbons 

sources for chemical industry. Pyrolysis of PMW was accomplished at a temperature range of 200–300 °C in a batch 

reactor make up of stainless steel. The chemical and physical properties of the pyrolysis liquid were much closer to 

the commercial fuel like diesel, petrol etc. The density is 840 kg/m3, the gross calorific value is 4.13·104 kJ/kg flash 

point is 39 °C in produces pyrolytic oil. This liquid can be used as alternative sources of fuel. 

Keywords: plastic medical waste, pyrolysis, pyrolytic oil, alternative fuel. 

1 Introduction 

The major problems we facade these days are energy 

crisis and environmental concern due to the fast growth 

of population and industrialization. Massive quantity of 

solid wastes have been refused every day from various 

sources like household wastes, industrial wastes, munici-

pal wastes, medical wastes, etc. These wastes can be 

transformed into energy by following appropriate meth-

ods; that would be usable for the next generation. Recov-

ery of alternative fuel and reducing plastic waste, the 

technologies are developed day by day, which are suita-

ble from the environmental viewpoint and cost–effective, 

has recognized to be an inflexible challenge because of 

the obscure characteristic in the recycle of polymers 

[1].Plastic materials, for instance, encompass a progres-

sively increasing proportion of the municipal and indus-

trial wastes. The yearly plastic consumption of the sphere 

has augmented about 20 times since 5 million tons in 

1950s to approximately 100 million tons in latest time 

[2]. Medical wastes are categorized as solid and liquid 

states. Plastic medical wastes are the solid type of medi-

cal wastes, such as vials, saline pots, saline pipes, covers, 

medicine containers, packets, etc. Medical wastes are 

infectious and hazardous. It retains severe threats to the 

environment and needs specific treatment and manage-

ment prior to its final disposal [3]. The safe dumping and 

handling of medical wastes has been ignored in Bangladesh. 

Medical waste is proficient of causing diseases and disorder 

to people, either through straight contact or ultimately by 

contaminating soil, surface water, groundwater and air [4]. 

Medical waste, consequently, possesses a risk to human, 

communities and the surroundings if not carefully handled. 

According to [5], the medical waste management procedure 

includes handling, segregation, disinfection, storage, trans-

portation, collection and final disposal. Various methods 

such as land filling, biological recycling, mechanical recy-

cling, thermo–chemical recycling, etc. are used for medical 

waste management. Land filling is not a suitable option for 

positioning plastic wastes because of their relaxed degrada-

tion rates. Mechanical recycling can be actual process but it 

is limited to thermoplastics, contamination level, homogene-

ity of the types and color similarity [6]. Chemical recycling 

of plastic wastes is one of the most remarkable plastic 

wastes management methods. Incineration and pyrolysis are 

usually employed to obtain bio–fuel from plastic materials. 

Of them, pyrolysis method is one of the most effective and 

promising techniques to obtain liquid fuel from the plastic 

medical waste. Incineration is a critical procedure, in which 

hydrocarbons are altered to their combustion products, 

whereas, pyrolysis may be employed to change them into 

inferior hydrocarbons, which may be made use of as fuel 

and other different materials [7]. Pyrolysis is a thermal 

method by less or deficiency of oxygen. In the pyrolysis 

http://jes.sumdu.edu.ua/
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method, the organic constituents of the decomposable 

material yield gaseous and liquid products, which can be 

used as a source of chemicals and fuels [8]. Products 

acquired from pyrolysis of plastics depend on the nature 

of plastics, residence time, feeding arrangement, reactor 

type, condensation arrangement and temperatures em-

ployed [9]. Very diverse experimental processes have 

been used to acquire liquid products from plastic–based 

medical waste by thermal pyrolysis method. Numerous 

reactor schemes have been established and used for in-

stance batch/semi batch, fluidized bed, spouted bed, fixed 

bed, microwave and screw kiln. Semi–batch, batch and 

fixed bed reactors have been used by numerous research-

ers as a result of its simple design and informal operation. 

Consequently, we selected batch type pyrolysis reactor to 

convey out the process. 

Not much written in the literature about the pyrolysis 

process to produce fuel from waste plastics. Butler et al. 

[10] discussed the review of waste polyolefin plastics. 

Dash et al. [11] studied on the thermal pyrolysis of medi-

cal waste (plastic syringe) for the production of useful 

liquid fuels. However, nobody explored the present issue 

as of conversion of plastic medical waste into energy in 

details, so far.The objective of the work was to manage 

plastic wastes as well as to reduce environmental emis-

sions. The aim of this research is to explore an alternative 

source of energy from plastic medical wastes through 

thermal pyrolysis method using a fixed-bed reactor. The 

properties of the fuel has been studied and compared with 

commercial fuels. 

2 Research Methodology 

2.1 Raw materials 

Plastic–based medical waste, used as feed material 

throughout the experiment, was collected from the local 

Hospital of Bangladesh. The plastic materials were 

cleaned successively with water and hydrochloric acid 

and finally washed with distilled water. They were shred-

ded into four different sizes such as 0.65, 0.975, 1.3, and 

1.95 cm
3
. Every plastic content were chopped cross–

section wise. Then they were used as raw material for 

thermal pyrolysis process. 

2.2 Experimental procedure 

The layout of the experiment can be seen in Figure 1. 

The apparatus used in the pyrolysis of wastes plastic 

consisted of batch reactor made of carbon steel of 8 cm 

length, 14 cm inside diameter and 28 cm outside diame-

ter. Thermocouple (type K) with digital temperature re-

corder connected to the reactor of 10 cm deep was used to 

measure inside temperature of the reactor. The heat was 

supplied to the reactor by 2 kW external electrical heaters 

(1.5 kW heater in the bottom of the reactor and 0.5 kW 

heater surrounding the reactor) to get the required reac-

tion temperature. At the top end of the reactor, a tubing 

system was connected with two gate valves. 

 

Figure 1 – Feed material for pyrolysis 

All tubes, having a diameter of 0.5 inch made by copper, 

were used as condenser. Pyrolysis of medical waste (plastic 

content) was conducted by a batch type fixed–bed system. 

This procedure was conducted for variety of feed quantity 

and temperature. The plastic–based medical wastes were 

shredded into equal size which was fed (1 kg) to the reactor. 

The thermal recycling pyrolysis process carried out under 

inert atmosphere. Prior to starting the experiment, the pres-

sure cooker was purged by flowing N2 gas for 5min to re-

move air inside. During the experiment, the pressure in the 

flow meter and reactor chamber were remained same but 

slightly higher than that of atmospheric pressure just to 

maintain continuous flow of N2 gas. 

The heat was supplied (room temperature to 500 °C) in 

consistence basis and vapor forms in the reactor. The gas 

movement line was completely opened from the reactor to 

the condenser. Cooling water was supplied on the surface of 

the condenser on continuous basis. At the outlet of reactor, a 

condenser was attached to condense the vapors coming out 

of it. The condensed vapors were collected in a container as 

the liquid product, whereas, there was some amount of non–
condensable gases which were simply left out. The schemat-

ic diagram of fixed bed pyrolysis plant is shown in Figure 2. 

 

 

Fiureg 2 – Schematic diagram of a fixed bed pyrolysis plant 

When the pyrolysis process of all samples was complet-

ed, supply of N2 gas was stopped and switched off the heater 

of the reactor. Then wait for a while to cool the reactor and 

collected the char product. After that the char product and 

liquid were weighted. The weight of the gas was determined 
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by subtracting the total weight of char product and liquid 

obtained after condensation of vapor from the full amount 

of feedstock. 

3 Results and Discussion 

3.1 Elemental and proximate analysis of PMW 

Elemental and proximate analysis PMW is very im-

portant to determine numerous properties of PMW. The 

heating rate and volatile constituents are the vital factors 

for PMW pyrolysis. The Elemental and proximate anal-

yses of PMW with higher calorific rate are showed in 

below Table 1. 

Table 1 – Proximate and elemental analysis PMW, wt % 

Proximate analysis Elemental analysis 

Moisture 0.82 Carbon (C) 72.56 

Volatile 62.70 Hydrogen (H) 11.17 

Fixed carbon 32.31 Nitrogen (N) 5.82 

Ash 4.17 Sulphur (S) 0.23 

H.C.V, MJ/kg 33.30 Others 10.22 

 

3.2 Effect of temperature on pyrolysis product 

yield 

Pyrolysis of medical waste (plastic) in batch type 

fixed-bed reactor, the experimentations was directed in 

the temperature range of 200–300 °C. The investigations 

were directed to detect the significance of pyrolysis tem-

perature on yield. 

 

 

Figure 3 – Effect of temperature on pyrolytic yields  

for feedstock size 0.65 cm3 

At diverse temperature of numerous feedstock sizes 

(0.65, 0.975, 1.30, and 1.95 cm
3
), there were achieved 

three types of pyrolysis yields such as liquid oil, solid and 

gas are presented in Figure 3 for feedstock 0.65cm
3
 due 

to straightforwardness. It is stated from the figure that 

when the escalation of temperature occur, the rate of 

liquid manufacture augmented up until it attained a maxi-

mum value and formerly reduced. All the data denote alike 

nature. Among the 4 sample sizes, the excellent result was 

attained for the feed size of 0.65 cm
3
. When the temperature 

augmented from 200 to 260 °C, the production of liquid 

augmented first from 20 wt % to a maximum value of 53 wt 

% and then reduces to 35 wt % at a temperature of 300°C. 

The gas production augmented from 10 to 18 wt % over the 

entire temperature range, whereas char yield declined from 

70 to 29 wt %, formerly remain residues were almost con-

stant. It is pragmatic that a properly sharp optimum occurs 

in temperature at which supreme production of liquid was 

attained possibly because of strong cracking of plastic at 

260 °C temperature. The gas manufacture augmented over 

the whole temperature range to a uppermost value of 18 wt 

% at 260 °C, whereas, char yield decayed up to 300 °C and 

formerly remained just about constant. 

3.3 Fuel properties of the liquids 

The obtained synthetic oil obtained from pyrolysis of 

plastic content of medical wastes had strong acrid smell and 

appears dark brown with. Comparison to commercial fuel 

kerosene oil and diesel, the fuel properties of the pyrolysis 

oil which are generally consumed in Bangladesh, are shown 

below in Table 2. This table shows that the pyrolysis oil 

density was found approximately similar to other commer-

cial oil like diesel fuel and kerosene oil. 

Table 2 – Fuel properties of the pyrolysis oil compared to com-

mercial fuels 

Property Pyrolytic oil Diesel Kerosene 

Density, kg/m
3
 840 870–950 780–810 

Gross calorific  

value, kJ/kg 
41 325 44 800 35 000 

Flash point, °C 39 52 37–65 

Pour point, °C 14 –9…+9 –40 

4 Conclusions 

Recovery of liquid fuel from PMW through thermal py-

rolysis was explored in the present issue quite effectively 

that added value to the energy sector. A limited number of 

trial runs were done at several operating conditions for the 

maximum liquid yield. The maximum yield of pyrolysis oil 

from the medical plastic waste was 53 wt % at a tempera-

ture of 260 °C with the feed size of 0.65 cm
3
. It was ob-

served that fuel properties of pyrolysis oil were comparable 

to that of diesel and furnace oil. There was possibility to 

have some impurities in the oil such as wax, water, higher 

hydrocarbons, etc. need to be removed. The pyrolysis oil 

can be suggested as a probable alternative fuel to commer-

cial diesel as well as successful management of PMW to-

ward safe environment. 
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ɡɚɣɦɚɧɧɹ 39 °ɋ. Ɍɚɤɨɠ ɨɬɪɢɦɚɧɭ ɪɿɞɢɧɭ ɦɨɠɧɚ ɜɢɤɨɪɢɫɬɨɜɭɜɚɬɢ ɹɤ ɚɥьɬɟɪɧɚɬɢɜɧɟ ɩɚɥɢɜɨ. 

Ʉɥɸɱɨɜɿ ɫɥɨɜа: ɩɥɚɫɬɢɱɧɿ ɦɟɞɢɱɧɿ ɜɿɞɯɨɞɢ, ɩɿɪɨɥɿɡ, ɩɿɪɨɥɿɬɢɱɧɚ ɨɥɿɹ, ɚɥьɬɟɪɧɚɬɢɜɧɟ ɩɚɥɢɜɨ. 
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Abstract. The problem of intensive pollution of the Caspian Sea has been continued to be one of the most signifi-

cant and serious for the region. The rising of pollution level of the Caspian Sea coast with oil hydrocarbons has a par-

ticular concern. The purpose of this paper is to assess the pollution degree of the Caspian coast with petroleum hy-

drocarbons. The idea of the author is to provide a comprehensive analysis of the environmental destructive factors of 

the oil production process on natural complexes, including the effect of chemical pollution of the water basin with pe-

troleum hydrocarbons on local hydrobionts. Methods of mathematical modeling of the oil films spreading on the wa-

ter surface aimed to the prediction of the influence area, and methods of toxicological studies and assessment of the 

dose-effect relationship have been used. It was determined that the waters of the Caspian Sea, associated with off-

shore oil production, are areas of increased environmental risk. In the cases the concentration of hydrocarbons is 

above 1 mg / l, physiological changes are observed in the majority of dominant groups of hydrobionts. Areas of in-

creased risk level for marine ecosystems caused by gas and oil industry development are connected with north and 

west-south parts of the Caspian Sea. The obtained results can be used to develop programs to ensure the environmen-

tal safety of the studied region. 

Keywords: oil pollution, offshore oil production, marine biota, ecological risk, spills, Caspian Region, oil film, risk 

assessment, biodegradation, mathematical modelling. 

1 Introduction 

The discovery and development of a new oil and gas 

subprovince on the continental shelf of the Caspian Sea 

brought the region to the rank of one of the most promis-

ing areas for oil production in the 21
st
 century [1]. The 

Caspian Sea is the largest in the world, unparalleled in-

land water area of more than 398 thousand square kilo-

meters, not connected with the World Ocean. Currently, 

the proven oil reserves of the Caspian region are estimat-

ed at 5.4 billion tons (3.2 % of the world total), gas re-

serves are at the level of 8 trillion cubic meters (5 % of 

the world total) [2] (Figure 1). 

Intensive oil production in the Caspian [3] entails a 

number of environmental problems. The technogenic load 

on the natural environment of the region is expressed 

both in the direct influence on the biota of chemical and 

physical factors, and indirectly by changing the habitat of 

marine hydrobionts. 

 

 
Figure 1 – Distribution of proven oil reserves 
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According to the Caspian Regional Thematic Center 

for Pollution Control (Caspian Environmental Program), 

up to 122.35 thousand tons of oil products enter the sea 

annually from various sources [4]. 

The situation is complicated by the ongoing processes 

of accumulation, decomposition and burial of incoming 

toxicants, which is typical of drainage reservoirs. Once 

released into the environment, oil may undergo a variety 

of natural processes that may act to reduce the severity of 

a spill, or accelerate the decomposition of the spilled oil 

into forms that are less environmentally hazardous. Five 

natural processes have been identified as particularly 

important to the fate of oil in the environment: weather-

ing, evaporation, oxidation, biodegradation, and emulsifi-

cation [5]. By their biological nature, products of oil 

transformation in the aquatic environment and their fur-

ther combined interaction with other toxicants represent a 

high environmental hazard [6]. The development of toxic 

effects in aquatic organisms is determined mainly by the 

bioavailability of xenobiotics, the physicochemical pa-

rameters of the environment, and mainly the individual 

characteristics of the organism. The degree of susceptibil-

ity depends on the level of organization and physiological 

indicators of various taxonomic units. Some types of 

bacteria have appropriate enzymatic systems that ensure 

the involvement of petroleum hydrocarbons in metabolic 

reactions, and as a result of their biodegradation. Re-

searchers [7–9] proved the high efficiency of using the 

consortium of bacteria Aquimarina, Polaribacter, Sale-

gentibacter, Sulfitobacter, Idiomarina, which have signif-

icant oil destructive ability at low temperatures, as well as 

other bacteria that play a key role in reducing the concen-

tration of oil in water. 

According to research [10] on average 80 % of fish bi-

omass and 86 % of secondary fish production would be 

retained after partial removal, with above 90 % retention 

expected for both metrics on many platforms. Partial 

removal result in the loss of fish biomass and production 

for species typically found residing in the shallow por-

tions of the platform structure. 

When assessing the level of anthropogenic pressure on 

the Caspian marine ecosystem due to offshore oil produc-

tion, one of the unresolved issues is the determination of 

the zone of active pollution or the zone of maximum 

impact. Today, models of Fei, Johansen and Elliot, 

Blocker and others are known for evaluating the spread-

ing field of oil film on the water surface when oil is sup-

plied in various quantities [11], but the influence of oil is 

only one component of technological risk. 

The purpose of the paper is to comprehensively assess 

the oil production activities in the Caspian environment. 

2 Research Methodology 

2.1 Materials 

When oil / oil products enter the sea, they form oil 

films, and those in turn are smoothing areas on the sea 

surface or slicks. At the beginning of the era of remote 

sensing of the ocean, all the spots-slicks on the sea sur-

face and, accordingly, dark spots on radarlocation images 

(RLI) were considered as films of oil or oil products. In 

the first hours of film existence, physicochemical pro-

cesses for the removal of petroleum hydrocarbons from 

the surface of water dominate [12]. Components with a 

low boiling point quickly evaporate, dragging fractions 

with a higher boiling point. In the first few days, depend-

ing on the composition of the oil and hydrometeorologi-

cal conditions, 30–70 % of the oil is lost, mainly the C4–
C12 fraction. Chemical transformations of oil in the water 

column are oxidative, often accompanied by photochemi-

cal reactions under the influence of the ultraviolet part of 

the solar spectrum and can be catalyzed in the presence of 

certain trace elements, such as vanadium, and inhibited 

by sulfur compounds. The final oxidation products (hy-

droperoxides, phenols, carboxylic acids, ketones, alde-

hydes, etc.) usually have an increased solubility in water 

and are highly toxic. Photo-oxidative reactions initiate the 

polymerization and destruction of the most complex mol-

ecules in the composition of oil, increase its viscosity and 

the content of tar and asphaltene products and contribute 

to the formation of solid oil aggregates. 

Films of crude oil and heavy oil products (including 

emulsions) are very thick and can reach a thickness of 

several millimeters on the sea surface, ranging in color 

from dark brown to metallic gray. Crude oil is capable of 

forming emulsions on the sea surface, which can contain 

up to 80 % of water (visually from light brown to or-

ange). The shapes and sizes of the spots of oil and oil 

products are extremely diverse. These contaminants may 

appear near oil platforms, floating storage facilities, ter-

minals, pipelines, wells, other operating or abandoned 

offshore oil and gas facilities; they are formed as a result 

of exploration, drilling, production, transportation and 

other operations with oil and oil products, as well as re-

sult of accidents with tankers and oil platforms. A signifi-

cant part of oil and oil products can be carried with river 

runoff in cases where leaks and accidents occur on land. 

 

 

FIgure 2 – Examples of film pollution found  

in the Caspian Sea 
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Oil slicks glittering on the surface of the sea and 

thousands of hectares of soil penetrated by oil leaking 

from abandoned wells are just part of the pollution that 

people living around the Caspian Sea must endure. In 

addition there are various industries, particularly 

chemicals and mining, large-scale irrigated farming and 

untreated household waste. Combined with the effects of 

the oil, all these forms of pollution have a serious impact 

on the well-being of humans and wildlife. 

Another source of oil products in the Caspian Sea is 

the industrial and economic flow of cities and towns 

along the coastal strip of the sea. 200 large cities with 

more than 220 sources of pollution of the water basin are 

concentrated in the Caspian region. Here, about 39 cubic 

kilometers of wastewater is discharged annually, of 

which almost 8 cubic kilometers are polluted. Together 

with sewage, up to 30 tons of petroleum hydrocarbons are 

dumped into the sea. Beyond the scope of statistical 

reporting, rainfall runoff of settlements, as well as 

emergency discharges [13]. 

2.2 Factors affected on the behavior and fate 

of petroleum compounds 

Figure 3 shows the interrelationships among the phys-

ical, chemical, and biological processes that crude oil 

undergoes when introduced into the marine environment, 

subsequently weathers, and is then transported away from 

the source. Processes involved in the weathering of crude 

oil include evaporation, emulsification, and dissolution, 

whereas chemical processes focus on oxidation, particu-

larly photooxidation. The principal biological process that 

affects crude oil in the marine environment is microbial 

oxidation.

 

Figure 3 – Detailed interactions of a conceptual model for the fate of petroleum in the marine environment [14] 

The kinetics of the breakdown of oil and petroleum 

products in the marine environment is determined by the 

influence of external factors related to the properties and 

characteristics of the environment in which the oil falls. 

Experiments have shown that the temperature factor is 

decisive in the kinetics of the breakdown of petroleum 

and petroleum products. In general cases, the rate of 

chemical reactions with a temperature increase of 10 °C 

increases by 2–4 times, and a decrease in the temperature 

of the medium significantly inhibits not only the physico-

chemical, but also the biochemical processes associated 

with the destruction and transformation of various sub-

stances. This is explained by the fact that temperature 

conditions have an undoubted effect on the rate of repro-

duction of the bacterial mass – as the temperature de-

creases, the total number and number of heterotrophic 

organisms decreases. 

An increase in the salinity of seawater also adversely 

affects the biochemical oxidation of petroleum hydrocar-

bons. The changing of salinity by 1 % causes the half-life 

of petroleum hydrocarbons changes by 22 hours. Howev-

er, for each marine region, changes in salinity are gener-

ally very small, and sharp salinity gradients are observed 

mainly in the zones of influence of river flow and melting 

(formation) of ice. The same can be said about the effect 

of pH on the biochemical oxidation of petroleum hydro-

carbons. Thus, the effect of a change in the half-life of 

petroleum hydrocarbons on temperature is 25 times more 

than on changes in pH and 8 times more than on changes 

in salinity. 

If the hardly soluble oil residues, together with the in-

organic and organic impurities included in them, ap-

proach the density of sea water (or exceed it), then in this 

case they are sedimented. As a result, oil aggregates can 

sink to the bottom or leach onto the shore, which leads to 

the purification of the water column. In turn, the bottom 

sediments during wave roiling can be a source of pollu-

tion of marine waters. 
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2.3 Methods of mathematical modeling of the 

spreading of the oil film on the water 

surface  

It is advisable to simulate the spreading of oil film to 

predict the scale of emergency oil spills in the sea, and as 

a consequence, the zone of maximum damage to the eco-

system. The process of spreading the oil film over the sea 

surface occurs under the action of various forces, but to 

simplify the task, we take into account the force of gravi-

ty and viscous friction. The main characteristics of the oil 

film will be its radius and thickness. The process is de-

scribed using the mass conservation equation for the ele-

mental volume of an oil film and the equation of motion 

of a viscous Newtonian fluid [15]. The equation of mass 

conservation for the mathematical model of the process 

under consideration in the axisymmetric case can be rep-

resented as 

  (1) 

The equation of fluid motion is 

  (2) 

where h is oil film thickness, m; u is film speed aver-

aged over film thickness, m/sec; τ is shear stress at the 

bottom of the film; g is acceleration of gravity, m/s
2
; 

δ = (ρw – ρo)ρo
–1

; ρw, ρo is density of water and oil respec-

tively, kg/m
3
; r is radial coordinate; t is time, sec. 

The solution of the differential equations (1) and (2) 

from the specified initial conditions by analytical meth-

ods allowed us to obtain a formula for determining the 

final radius rk(t) of the oil film at a certain point in time 

as the ratio 

 . (3) 

 

Oil spill modeling is based on GIS technology. Model-

ing is done using software ArcGIS for Desktop Advanced 

v.10.2 and ADIOS
®
 (Automated Data Inquiry for Oil 

Spills) is NOAA’s oil weathering model. It's an oil spill 

response tool that models how different types of oil 

weather (undergo physical and chemical changes) in the 

marine environment. Working from a database of more 

than a thousand different crude oils and refined products, 

ADIOS quickly estimates the expected characteristics and 

behaviour of spilled oil. 

2.4 Methods to assess impact concentrations of 

chemicals 

The greatest source of uncertainties in deriving as-

sessment end points (e.g. a PNEC; the concentration be-

low which organisms in the area of interest are unlikely 

to be adversely affected) is the extrapolation of laboratory 

bioassay results to the natural environment. The require-

ment to both culture and maintain test species in the la-

boratory restricts the selection of possible test species and 

the species used are often not very representative for the 

large spectrum of species, with varying degree of sensi-

tivity that may occur in natural ecosystems. This exercise 

of extrapolation therefore involves many often untested 

assumptions (Figure 4). 

 

 

Figure 4 – Dose-response relationship based on laboratory 

toxicity test (bioassay), here fish 

The outcome is often that the PNECs may be either 

overprotective or underprotective, depending upon the 

biological and environmental conditions that apply at 

each natural site [16, 17]. This severely limits the useful-

ness of the chemical criteria in Ecotoxicological Risk 

Assessment (ERA). The two main approaches used to 

extrapolate lab data to field data to obtain an estimate of 

the field Predicted No Effect Concentration (PNEC) is (1) 

using an assessment factor approach or, when sufficient 

data are available, (2) from statistical extrapolation. 

LC50 is the lethal concentration to 50 % of the 

individuals but any level of biological organization (e.g. 

molecular, cellular, organ and organism), effect level 

(e.g. NOEC, the highest concentrations with no observed 

effect and LOEC, the lowest concentration with observed 

effect) and life history variable (growth, reproduction, 

swimming speed etc.) can be used to estimate an effect 

concentration. 

Experience shows that different species differ in their 

sensitivity towards a single chemical. This may be due to 

differences in life history, physiology, morphology and 

behavior. The species sensitivity distributions (SSDs) 

approach is a statistical description of the variation 

among a set of species in toxicity of a certain compound 

or mixture (Figure 5). SSDs consider variation between 

species and not within species and do not attempt to 

explain why species differ in sensitivity. It is a 

probabilistic approach in contrast to the deterministic 

procedure of assessment factors. 

As mentioned [18] forward use (x → y) in risk 

assessment and inverse use (y → x) in EQC is indicated. 
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Figure 5 – Species sensitivity distribution combining results 

from various single species bioassay 

2.5 Methodology of oil toxicity studies 

Under the Chemical Response to Oil Spills: Ecological 

Research Forum (CROSERF) [19] is often used to deter-

mine lethal concentrations. In general, field studies allow 

for less control of environmental variables but allow for 

investigations that may not be possible in most laboratory 

experiments (e.g., multi-species assemblages). Field ex-

periments are also more costly and regulatory approvals 

from various stakeholders are sometimes difficult to ob-

tain. 

Multivariate analysis and the biotic index 

(BIOSTRESS) Multivariate analysis is regarded as the 

most sensitive technique for distinguishing site groupings 

of disturbed assemblages related to oil activity. Subtle 

effects induced by pollutants may be reflected in changes 

in the community composition that may be identified 

using the biological criteria discussed above (e.g. similar-

ity matrixes, species response models) together with mul-

tivariate techniques (e. g. ordination and classification) 

[20]. 

3 Results 

Studies on natural models in the Caspian Sea have 

shown that physicochemical oxidation plays a significant 

role in the breakdown of petroleum hydrocarbons, which 

is consistent with the results of the practical development 

of a system for protecting the biological diversity of the 

Caspian Sea from oil pollution [22].  

A summary of the processes that affect the fate of pe-

troleum hydrocarbons from seven major input categories 

is shown in table 1. Each input is ranked using a scale of 

high, medium, and low that indicates the relative im-

portance of each process. The table is intended only to 

convey variability and is based on many assumptions. 

Table 1 – Processes that move petroleum hydrocarbons away from point of origin 

Input Type Seeps Spills 
Light  

distillates 
Crudes 

Heavy 

distillates 

Produced 

water 

Vessel  

operational 
Atmospheric 

Persistence years days days months years days months days 

Horizontal 

Transport or 

Movement 

H L M M H L M H 

Vertical 

Transport or 

Movement  

M NR L M H L L NR 

Evaporation H H M M L M M H 

Emulsification M NR L M M NR L NR 

Dissolution  M M H M L M M M 

Oxidation M L L M L M L M 

Sedimentation M NR L M H L L NR 

Note: H = high; L = low; M = moderate; NR = not relevant. 

 

The resulting (integral) film pollution maps found in 

the Northern Caspian in 2009–2013, 2014–2015, are 

shown in Figures 6 a, b. For the convenience and simplic-

ity of the analysis on these maps the boundaries of state 

sectors (economy zones), the main ship routes and license 

areas are plotted. They were created by combining all the 

vector contours of the found pollution for one year into 

one layer and then merging the annual maps into one. 

National Caspian Action Plan of Azerbaijan, 2002; 

National Action Programme on Enhancement of the En-

vironment of the Caspian Sea, Kazakhstan 2003–2012; 

Environmental Performance Review of Kazakhstan, 

UNECE, 2000; Environmental Performance Review of 

Azerbaijan, UNECE, 2003; Study for; Safe Management 

of Radioactive Sites in Turkmenistan, NATO, 2005; En-

vironment and Security: Transforming Risks into Coop-

eration, Case of Central Asia, 2003 ; Global Alarm: Dust 

and Sandstorms from the World´s Drylands, UNCCD, 

2001. 

The concentration of SPAR in the water area was 

higher when it was calm (0.45 mg/l) than under the con-

ditions of the northern (0.31 mg/l), southern (0.26 mg/l), 

western (0.23 mg/l) and east (0.13 mg/l) winds [22]. 

Moreover, the content of oil components in the west 

(0.34 mg/l) of the region always exceeded their indicators 

in its eastern and central (0.14 mg/l) parts. The NU con-
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tent in the water area decreased from weak (0.15–
0.32 mg/l) to moderate (0.09–0.24 mg/l), significant 

(0.07–0.19 mg/l), and severe disturbances. The effect of 

the latter in calm is also combined with a decrease in the 

oil content in the range (0.09–0.27 mg/l). Integrated map 

of film pollution is shown in Figure 6. 

 

 

Figure 6 – Integrated map of film pollution found in the Caspian 

Sea in 2009–2013: light brown lines are the boundaries of  

public sectors, blue ones are the main ship routes;  

red is licensed blocks of OAO “Lukoil” 

4 Discussion 

In the northern part of the Caspian Sea, where oil is 

being actively extracted, no films of crude oil were found 

(Figures 6 a, b). This, in general, is explained by effective 

industrial and environmental safety measures that Lukoil 

uses during exploration and production of oil in the Cas-

pian Sea. (According to company representatives, the risk 

of emissions of crude oil is virtually zero.) 6a shows a 

map of the distribution of film contamination in the sea 

for 5 years, from which it follows that the largest pollu-

tion areas were found in the main shipping routes and 

approaches to the Caspian ports of Russia and Kazakh-

stan. They are also ship-based and can be mining, bilge 

water and other liquid waste, due to commercial transport 

and fishing, and, to some extent, tanker shipments of oil. 

This is also confirmed by rice, and Figure 6 b is for 

2014–2015. 

The results of experiments in the Caspian Sea showed 

that lowering the temperature of the aquatic environment 

by 10 °C lengthens the half-life of dissolved forms of oil 

by 2 times, and a change in the temperature of the medi-

um by 1 °C changes this period by 40 hours. Thus, with a 

decrease in water temperature from 28 °C to 0 °C, the 

half-life period is extended by 1.12 hours. 

The wind speed is important for the spread of oil spills 

on the surface of the Northern Caspian, along with the 

direction. With its increase in the area of water there is a 

decrease in the concentration of oil impurities from weak 

(0.15–0.32 mg/l) to moderate (0.08–0.18 mg/l) and strong 

(0.07–0.15 mg/l) winds [23]. However, in the case of 

continuous operation of the source of pollution with the 

same wind, the amount of petroleum hydrocarbons first 

decreases and then increases again, stabilizing at the orig-

inal level. 

The inertia of levels of sea pollution associated with 

the action of winds is noted. With the duration and con-

stancy of the volumes and the quality of the anthropogen-

ic runoff, after some decline, the concentration of toxi-

cants is restored. At the same time, the dual role of winds 

and waves in self-purification and secondary pollution of 

sea waters as a result of their mixing and stirring up of 

bottom sediments can be traced. Other things being equal 

(distance from the source of pollution, depth of occur-

rence, physical properties) the content of harmful impuri-

ties in bottom soils depends on the degree of their disper-

sion, the predominance of fine or coarse fractions. 

Despite the relatively small losses of hydrocarbons 

during their production on the shelf, emergencies at drill-

ing rigs remain inevitable so far, and with emergency and 

technological discharges of oil products into the sea from 

drilling rigs, pollution is mostly local in nature. However, 

near the source, the concentration of petroleum hydrocar-

bons may be tens or hundreds of times higher than the 

norm established for fishery bodies of water. On average, 

during the development of fields, 30–120 tons of oil 

comes from a single well into the marine environment. In 

cases where local pollution becomes chronic, oil not only 

pollutes water, but also bottom sediments. 

Studies have revealed the dependence of the toxic ef-

fects of wastewater, drilling mud and sludge on the or-

ganisms of the Caspian Sea on their composition and 

habitat conditions. Oil hydrocarbons at a concentration of 

0.05–0.5 mg/l, as a rule, do not affect the survival of ma-

rine organisms if their toxic effect is not aggravated by 

the action of other toxicants. At the same time, almost all 

tissues and organs show physiological and biochemical 

changes that become irreversible with an increase in the 

concentration of oil from 0.5 mg/l to 50 mg/l. Already at 

the very bottom of this interval (0.5–1.0 mg/l), changes in 

physiological and biochemical parameters are accompa-

nied by impaired growth and development, as well as fish 

fertility. Reduced fertility is manifested to a greater extent 

in subsequent generations. The stability of aquatic and 

benthic organisms to the toxic effects of oil depends on 

their taxonomic identity and stage of development, the 

concentration of hydrocarbons, the duration of exposure, 

and its combination with other factors and environmental 

conditions. 
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Figure 7 – Hazards in and around the Caspian 
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5 Conclusions 

The ecological state of the Caspian Sea is deteriorating 

due to the intensification of oil production on the sea 

shelf. The influx of petroleum hydrocarbons into the 

aquatic environment occurs additionally due to river 

flow. It is determined that the components of oil undergo 

transformations under the influence of physical, chemical 

and biological processes. Under the conditions of temper-

ature, salt and wind regimes characteristic of the Caspian, 

these reactions are based on photo-oxidation processes. 

Nevertheless, biodegradation plays an important role. Ana-

lyzed models of spreading oil film, allowing to determine 

and predict contaminated areas. The main ways of xenobi-

otic influence on hydrobionts are considered. 

According to the results of the assessment of the techno-

genic load on the natural environment of the Caspian Sea, 

zones of high, moderate and low levels of environmental 

risk were identified (Figure 7). 
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Аналіз техногенного навантаження від нафто-газової  
промисловості на Каспійський регіон 

Пляцук Л. Д.1, Габбасова С. М.1, Аблєєва І. Ю. 1, Мамутова А. 2 

1
 Сумський державний університет, вул. Римського-Корсакова, 40007, м. Суми, Україна;  

2
 Казахський національний університет ім. Аль-Фарабі,  

просп. Аль-Фарабі, 71, 050040, м. Алмати, Республіка Казахстан 

Анотація. Проблема інтенсивного забруднення Каспійського моря продовжує залишатися однією з 
найважливіших і найсерйозніших для регіону. Особливе занепокоєння викликає підвищення рівня 
забруднення нафтовими вуглеводнями узбережжя Каспійського моря. Мета даної статті полягає в оцінці 
ступеня забруднення прибережної зони Каспію нафтовими вуглеводнями. Авторська ідея полягає у 
забезпеченні комплексного аналізу екодеструктивних факторів процесу нафтового видобутку на природні 
комплекси, зокрема впливу хімічного забруднення нафтовими вуглеводнями водного басейну на місцеві 
гідробіонти. У роботі використані методи математичного моделювання поширення нафтових плівок на 
поверхні води, спрямовані на прогнозування області впливу, а також методи токсикологічних досліджень та 
оцінювання взаємозв’язку «доза – ефект». Встановлено, що води Каспійського моря, пов’язані з видобутком 
нафти, є районами підвищеного екологічного ризику. У випадках, коли концентрація вуглеводнів перевищує 
1 мг/л, фізіологічні зміни спостерігаються у більшості домінуючих груп гідробіонтів. Зони підвищеного рівня 
ризику для морських екосистем, спричинені розвитком газової та нафтової промисловості, пов’язані з 
північною та південно-західною частинами Каспійського моря. На підставі проведених досліджень одержані 
результати, необхідні для розроблення програм забезпечення екологічної безпеки досліджуваного регіону. 

Ключові слова: нафтове забруднення, видобуток нафти на морському шельфі, гідробіонти, екологічний 
ризик, витоки, Каспійський регіон, нафтова плівка, оцінювання ризиків, біодеградація, математичне 
моделювання. 
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