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METHODOLOGY OF NETWORK ENVIRONMENT TESTING
FOR IoT DEVICES

The article reviews methods and technologies for testing the network environment of embedded
systems and writing test documentation. As an example, a testing technique based on a defect report has
been developed. A performance test was developed to check the load of the embedded device's network
environment using special bash scripts for performance testing.
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1. Introduction

1.1 What is the Internet of Things and IoT Testing?

The Internet of Things, or 10T, is a term for billions of devices connected to the Internet. Each
of these devices collects data and exchanges it with other devices. The Internet of Things phenomenon
is due to the presence of powerful network bandwidth, the proliferation of wireless networks and low-
cost computer chips [1-3].

The Internet of Things connects various objects, adds modern sensors and facilitates data
exchange between different devices in real time [4]. This allows people to add a new level of digital
intelligence to their devices and help them process information locally without any delay.

However, traditional software testing does not work for the Internet of Things [5]. Testers
should pay attention to user-centric testing and prevent errors, not detect them. This means that quality
assurance engineers have a role to play both in operation and in development.

To guarantee the quality of the software, testers need to gain in-depth knowledge in the subject
area. Testers who have no experience testing embedded systems or equipment should develop their
skills in these areas.

1.2 Importance of IoT Testing

IoT is data exchange and collaboration in real time [3]. Performance issues in any part can
negatively affect the performance of another network. One node compromised as a result of a cyber
attack can harm others.

Reliable Internet of Things testing ensures system predictability and prevents unexpected
failures. You can easily identify weak network nodes in advance and take appropriate measures to
increase system reliability. This will provide the end user with a flawless customer experience.

Vulnerabilities in [oT devices will help you determine the reliability of data privacy and digital
security. In the absence of reliable cybersecurity, hackers can change the process or falsify data by
gaining control of the IoT network. Therefore, before each update, you must thoroughly test the [oT
device.

In addition, the fragmented nature of the Internet of Things ecosystem makes testing even more
difficult. To do this, you need to have large and reliable test teams equipped with multiple platforms
and devices to ensure greater compatibility between different channels [6, 7].

In addition, to ensure that loT applications work as expected, several other factors need to be
considered:

— Ensure that your IoT devices are securely connected to sensors, the cloud, other IoT devices,

and other elements needed to ensure unified interaction.

— Make sure the Internet of Things is able to ensure continuity
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— Must meet international standards

— Harmonious and flawless work with other interconnected devices of the Internet of Things

— Data obtained from the Internet of Things must be protected from malware and other security

vulnerabilities.

Reliable testing of ToT devices is the only effective way to effectively address the above factors.
The general approach to quality assurance when testing IoT devices is to reduce testing periods to
launch a reliable product with faster market launch. Therefore, it is important to conduct testing from
the beginning of the development phase to identify and correct deficiencies at an early stage.

Problem statement: It is necessary to test loT devices in order to avoid improper operation,
which can lead to fatal consequences (such as security problems, communication problems, failure
of sensors or the device itself, etc.). To prevent such problems, it is necessary to thoroughly test the
IoT devices and their network environment before use.

2. Review of existing solutions and their use

Embedded systems are used in a wide range of technologies in various industries [2, 3]. Some
examples:

Cars. Modern machines usually consist of many computers (sometimes up to 100) or embedded
systems designed to perform various tasks in the vehicle. Some of these systems perform basic utility
functions, while others provide entertaining or user-oriented functions. Some embedded systems in
consumer cars include cruise control, backup sensors, suspension control, navigation systems and
airbag systems.

Mobile Phones. They consist of many embedded systems, including graphical user interface
software and hardware, operating systems (OS), cameras, microphones, and USB I / O modules
(universal serial bus).

Industrial machines. They may contain embedded systems, such as sensors, and may
themselves be embedded systems. Industrial machines often have built-in automation systems that
perform specific control and management functions.

Medical equipment. They may include embedded systems such as sensors and controls.
Medical equipment, like industrial machines, must also be very user-friendly so that machine errors
that can be prevented do not endanger human health. This means that they will often include more
complex operating systems and a graphical interface designed for the corresponding interface.

There are many examples of embedded systems. So, the article will show several examples and
analyze their use, as well as their structure.

Automotive Embedded Systems:

Electronic control units are used in automotive embedded systems. This unit contains a
microcontroller, switches, sensors, drivers, etc. All sensors and actuators are connected to the
electronic control unit. Cars that use embedded systems can consist of hundreds of microprocessors.
Each microcontroller performs its own special task. Some of them control the engine. Some launch
the dashboard device. The whole system actually consists of several small systems. The use of
embedded systems in the automotive industry has reduced the cost factor. This has improved overall
performance and increased functionality. It has also reduced weight and made cars safer and more
reliable. Applications of automotive embedded systems include [5]:

Automatic stability control

— Traction control system

— Pre-emergency safety system

— Airbag

— Car navigation system

So you can see that embedded systems have improved cars and made them more comfortable.
Also, they have increased the functionality of cars and made them easy to use.

Home Security System:

Home security systems are widely used today [1]. These systems have several functions, such
as checking for fire or gas leaks, as well as detecting attempts by a suspicious person to enter the
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house. The microcontroller is used to control all operations. Sensors give data and if something wrong
happens then safety alarms get activated. Sensors used in such systems include gas sensors, smoke
sensors, temperature sensors, IR sensors, etc. Such systems also include a keyboard for entering
passwords on the gate. If the correct password is entered, this built-in system opens the gate, and if
someone tries to enter the wrong password, the alarm goes off and the gate remains closed. The output
signal comes from alarms or any display. The conclusion can also be sent to a remote location. If
family members are not at home, they can still monitor what is happening in their home. The home
security system is not limited to homes. Such systems can be used in stores, shops and in production.
Almost every industry and office has security systems that can recognize workers by their faces or
IDs. The home automation system is also one example of embedded systems as a home security
System.

3. What is an embedded system?

3.1 Embedded systems

An embedded system is a computer system with a specific function in a larger mechanical or
electrical system. They control many commonly used devices. They consume little energy, are small
in size and their cost is low per unit. Modern embedded systems are often based on microcontrollers.
A microcontroller is a small computer on a single integrated circuit that contains a processor core,
memory, and programmable I/O peripherals. Because the embedded system is designed to perform
certain tasks, they can be optimized to reduce the size and cost of the product, as well as increase
reliability and performance [6].

Embedded systems have revolutionized science. It is also part of the Internet of Things (IoT),
a technology in which objects, animals, or people are given unique identifiers and the ability to
transmit data over a network without requiring human-to-human or human-to-computer interaction.

3.2 How embedded systems work

Embedded systems always function as part of a single device - this is what is meant by the term
"embedded". These are inexpensive, low-power, small computers built into other mechanical or
electrical systems. They typically consist of a processor, power supply, memory, and communication
ports. Embedded systems use communication ports to transfer data between the processor and
peripherals - often other embedded systems - using a communication protocol. The processor
interprets this data using minimal software stored in memory. Software is usually highly dependent
on the function performed by the embedded system. The processor can be a microprocessor or a
microcontroller. Microcontrollers are just microprocessors with peripheral interfaces and built-in
memory. Microprocessors use separate integrated circuits for memory and peripherals instead of
including them in the chip. Both can be used, but microprocessors usually require more support
circuits than microcontrollers because they are less integrated into the microprocessor.

3.3 The structure of embedded systems

Embedded systems vary in complexity, but usually consist of three main elements:

— Hardware. The hardware of embedded systems is based on microprocessors and
microcontrollers. Microprocessors are very similar to microcontrollers and usually refer to
a CPU (CPU) that is integrated with other basic computing components, such as memory
chips and digital signal processors (DSP). These components are built into the
microcontrollers on a single chip.

— Software and firmware. Embedded software software can vary in complexity. However,
industrial-grade microcontrollers and embedded IoT systems typically run very simple
software that requires a small amount of memory.

— Real time operating system. They do not always work in embedded systems, especially in
smaller systems. RTOS determine how the system works by controlling the software and
setting rules during program execution.

In terms of hardware, a basic embedded system would consist of the following elements:

— Sensors convert physical sense data into an electrical signal.
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— Analog-to-digital (A-D) converters change an analog electrical signal into a digital one.
— Processors process digital signals and store them in memory.
— Digital-to-analog (D-A) converters change the digital data from the processor into analog
data.
— Actuators compare actual output to memory-stored output and choose the correct one.
The sensor reads external inputs, the converters make that input readable to the processor, and
the processor turns that information into useful output for the embedded system.

3.4 Types of embedded systems
There are several basic types of embedded systems that differ in their functional requirements.
Among them are:

— Mobile embedded systems are small systems designed for easy use and everyday portability.
An example of this is digital cameras.

— Network-embedded systems are connected to the network to provide output to other systems.
Examples are home security and point of sale (POS) systems.

— Standalone embedded systems do not depend on the main system. Like any embedded
system, they perform a specialized task. However, they do not necessarily belong to the host
system, unlike other embedded systems. An example of this is a calculator or MP3 player.

— Embedded systems in real time give the desired result after a certain time interval. They are
often used in the medical, industrial and military sectors because they are responsible for the
most important tasks that depend on time. An example of this is the traffic control system.

Embedded systems can also be categorized by their performance requirements:

— Small-scale embedded systems often use no more than an 8-bit microcontroller.

— Medium-scale embedded systems use a larger microcontroller (16-32 bit) and often link
microcontrollers together.

— Sophisticated-scale embedded systems often use several algorithms that result in software
and hardware complexities and may require more complex software, a configurable
processor and / or a programmable logic array.

There are several common architectures of embedded system programs that become necessary

as embedded systems grow and become more complex in scale. They include:

— Simple control cycles caused by routines that control a specific piece of equipment or
firmware.

— Interrupt control systems have two cycles: primary and secondary. Interrupts in cycles cause
tasks.

— Cooperative multitasking is essentially a simple control loop located in the Application
Programming Interface (API).

— Warning multitasking or multithreading is often used with real-time operating systems
(RTOS) and has strategies for synchronizing and switching tasks.

To sum up: Today, any embedded system is an [oT device that connects to the Internet and can
communicate with other IoT devices. Also, the proposed complex allows you to test the network
environment of the embedded system.

4. Types of test documentation and methodology

4.1 Test documentation

The basis of testing is knowledge and ability to write test documentation, as well as knowledge
of different testing methodologies. There are three main types of documentation: test case, defect
report, and troubleshooting. There are also different approaches and testing methods. Examples based
on the TCP protocol stack will be shown. Let's take a closer look at the test documentation, which is
aimed at helping developers and testers improve the product being developed.
Test case: A test case is a set of actions performed on a system to determine whether it meets the
requirements of the software and is functioning properly [8]. The purpose of the test case is to
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determine whether the various functions in the system work as expected and to confirm that the
system meets all relevant standards, guidelines and customer requirements. The process of writing a
test case can also help detect errors or defects in the system. Test cases are typically written by
members of the quality assurance team (QA) or testing team, and can be used as step-by-step
instructions for each system test.

Defect report. This is a document that identifies and describes a defect detected by a tester or
user [9]. The purpose of the defect report is to state the problem as clearly as possible so that the
developers can easily reproduce the defect and correct it. Writing software bug reports is an important
skill for software testers, quality control. The defect report contains a sequence of actions that leads
to an unexpected result, or the user receives an unexpected error: the system hangs, or the calculated
data is inaccurate, and so on.

Troubleshooting: Troubleshooting is the process of diagnosing the source of a problem. It is
used to troubleshoot hardware, software, and many other products. The basic theory of
troubleshooting is that you start with the most general (and often the most obvious) possible problems
and then narrow them down to more specific issues [10].

Few testing methodologies:

Performance testing - testing, which is carried out in order to determine how quickly a
computing system or part of it works under a certain load. It can also be used to check and validate
other attributes of system quality such as scalability, reliability, and resource consumption. This
method will be described in more detail in Section 6, using the TCP protocol stack as an example.

Security testing: Application security for [oT devices is probably the biggest problem for most
users. People can use applications for IoT devices for a variety of reasons, including monitory
transactions, sharing personal information, buying and selling, and more. That's why the Internet of
Things app needs to have special access control tools for users that restrict access to outsiders.
Without security testing, it is impossible to detect major vulnerabilities in the application of the
Internet of Things device and make sure that it does not transmit confidential information to attackers.

Required hardware and software: To test the TCP protocol stack, you need to have two
computers with Linux installed, as well as a number of programs: wireshark (analog of the tcpdump
traffic interceptor with a convenient and clear interface, iperf — TCP / UDP traffic generator, which
allows you to check system stability, dhcp — server, and also some built-in Linux utilities).

4.2 Example of test documentation

Shown as an example one of the most popular types of test documentation, namely a defect
report. A defect report is needed so that developers can quickly fix errors. Defect reports should
include detailed information about the platform, environment, or other technical information to create
detailed description. Your defect report should be clear and easy to read. The purpose of the defect
report is to resolve the issue as soon as possible so that customers can continue to use the software.
Here are the main sub-items for the report:

— Summary

— Description

— Build / platform

— Playback steps

— Actual results

— Expected results

This way, the developer or manager can quickly get a clear idea of the error. The developer will
be able to quickly reproduce the error using step-by-step instructions, and then correct it.

Here is an example of a report defect that describes a failed dhcp server startup and suggests a
solution to this problem.

Summary: DHCP doesn’t start
OS: Ubuntu 20.04 Severity: Minor
Priority: Medium

Status: Assigned
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Description: DHCP doesn’t start because dhcpd.conf isn’t configured correctly

Steps to Reproduce:

1. Configure: dhcpd.conf

2. Start dhcp: sudo dhcpd

3.Check DHCP status  sudo systemctl status isc-dhcp-server

INFIG_FILE=

Fig. 1. Example of a failed DHCP server startup

Actual result: DHCP server failed to start due to incorrect dhcpd.conf configuration
Expected result: DHCP server started successfully

isc-dhcp-server.service - ISC DHCP IPv4 ar
loaded (/lib/systemd/system/isc-dhcp-server.service; enabled; vendor preset: enabled)
since Sun 2021-02-28 :39:42 EET; S5min ago
:dhcpd(8)

CGroup: [system.slice/isc-dhcp-server.service
20559 dhcpd -user dhepd -group dhepd -f -4 -pf frun/dhcp-server/dhcpd.pid -cf Jetc/dhcp/dhcpd.conf

Fig. 2. An example of a successful start of a DHCP server
HowTo Fix: Configure dhcpd.confright. In this case, write the subnet mask correctly
5. Results. Performance test
Performance testing is the practice of assessing how a system works in terms of response speed and
stability under a given workload. Performance tests are usually performed to check the speed,

stability, reliability and size of the program. The process includes such indicators of "effectiveness"
as:

Browser, page and network response time
Server request processing time
Simultaneous custom volumes are allowed
— CPU memory consumption; the number and type of errors that may occur in the application
In our case, testing the stability of the system will be demonstrated using bash scripts that are
very easy to write and use. An example of such a scenario is shown below.:

#!/bin/bash
print_usage() {
echo "Usage: $0 ip_addr device"
}
if [ S# -ne 2 ]; then
echo "Error: Too few arguments" >&2
print_usage
exit 1
fi
iperf-c $1-i1-t30 | tee tcp_S2.txt
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the IP address of the server and the client. You can also select the desired script execution time and

the interval at which the result will be displayed. At the output we get a text file with a traffic log.

Next, you can use the gnuplot script, which can be used to draw a graph that will use *.txt traffic
derived from the bash script. Further is an example of a gnuplot script:

This script uses an iperf traffic generator that requires a client and a server. This script accepts

set xlabel "Time, sec"
set ylabel "Mbit/sec"
files = system("ls -1 *.txt")

phone(f) = substr(f, 5, strlen(f) - 4)
plot

\
for [file in files] file \
using (53>8?57:58) '\
every ::6 \
title phone(file) \

with lines

pause mouse close

You must make both scripts executable. To do this, use the command:

sudo chmod + x <file name>.

You can now run these scripts sequentially and get the result as a graph (fig. 1)
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Fig. 3. Generated traffic graph
6. Conclusion

Today, the Internet of Things is one of the most popular industries. Therefore, in the development of
IoT devices there is a need for detailed testing of these devices. If you do not fully test the device
before selling it, many malfunctions may occur in the future, and this will result in the loss of a large
amount of money for the company. Also this article discusses the basics of testing: writing test
documentation, and some testing methods. The writing of the defect report on an example of start of
the dhcp server was considered in more detail, and also the performance test which uses the usual
bash script as a basis was demonstrated.
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ONE APPROACH TO ACCELERATE THE EXPONENTIATION
ON GALOIS FIELDS FOR DATA PROTECTION
CRYPTOGRAPHIC SYSTEMS

The new approach to accelerate the computational implementation of the basic for a wide range of
cryptographic data protection mechanisms operation of exponentiation on Galois Fields have been
proposed. The approach is based on the use of a specific property of a polynomial square and the
Montgomery reduction. A new method of squaring reduces the amount of computation by 25%
compared to the known ones. Based on the developed method, the exponentiation on Galois Fields
procedure has been modified, which allows to reduce the amount of calculations by 20%.

Keywords: multiplication operation on Galois fields, cryptographic algorithms based on Galois Fields
algebra, Galois Fields exponentiation, Montgomery reduction.

1. Introduction

The dynamic development of the Internet and computer technology has led to the emergence and
widespread use of cloud technologies. These technologies provide a wide range of users with access
to virtually unlimited computing power, large amounts of memory and modern software. Thus, cloud
technologies can significantly increase the capabilities of the widest range of users to solve their
scientific and applied problems.

On the other hand, access to these technologies has become more accessible not only to ordinary
users, but also to villains, who were among the first to join the opportunities offered by cloud
technology [1]. The tasks of selecting keys to existing cryptographic mechanisms for information
security are well parallelized and, accordingly, effectively solved on powerful multiprocessor remote
computer systems [2]. Thus, the advent of cloud technology has objectively upset the balance between
the level of cryptocurrency and the resources available to villains [2]. To counteract this, there is a
need to find new ways to increase the level of cryptocurrency, first of all, public key information
protection algorithms. Most of these algorithms are based on the mathematical operation of modular
exposition, which is performed on large numbers (2048 or 4096).

One possible solution to this problem is to increase the bit size of the keys used in the
corresponding cryptographic algorithms. However, such a decision will result in a significant
slowdown in the computational implementation of cryptographic protection mechanisms. In
particular, doubling the bit size slows down the execution of algorithms eight times [3].

Another solution to the problem of accelerating the computational implementation of
cryptographic algorithms with a public key is to move to another algebraic basis, in particular to the
algebra of Galois fields [4]. Operations in these fields are performed an order of magnitude faster due
to the lack of hyphens. Further acceleration can be achieved through the use of additional resources.
To use them, it is necessary to develop new methods aimed at accelerating the execution of the
exposure operation in the Galois fields.

Thus, the scientific task of accelerating the execution of the exposure operation in the Galois
fields is relevant at the present stage of development of information technology.



13 Information, Computing and Intelligent systems Ne 2
2. Problem statement and review of methods for its solution

The tendency to expand the use of exposure to Galois fields in modern mechanisms of cryptographic
protection of information stimulates intensive research aimed at accelerating the performance of
multiplicative operations on numbers whose bit size far exceeds the bit size of the processor [5].

In the transition in cryptographic using to the algebra of Galois fields from traditional algebra,
in order to distinguish operations in each of these algebras use different notation. In particular, in the
algebra of Galois fields, the traditional addition is replaced by the addition operation in the Galois
fields, which is denoted by the symbol ‘@’ is a bitwise operation “Excluding OR” (XOR). In the
algebra of Galois fields there is no subtraction operation usual in traditional algebra. The basic
multiplication operation in the Galois field algebra consists of two operations: polynomial
multiplication and reduction using a base polynom of the field [6]. The polynomial multiplication is
denoted by the symbol ‘®’, and the reduction operation consists in calculating the remainder of the
polynomial division of the result of the polynomial multiplication by the Galois field forming the
polynomial P(x) [6]. The operation of calculating the remainder of the polynomial division of the
number 4 by P is denoted as 4 rem P. The product of the numbers 4 and B in the Galois fields is
denoted as AQ B rem P. The operation of calculating exponents on Galois fields, is the calculation of
the polynomial remainder from the division of the product E of the numbers 4 by the polynomial
field P is denoted as A|* rem P in contrast to the modular exposition 4° mod M adopted in traditional

algebra [6].
The existing methods of exposition on Galois fields are based on two classical algorithms: from
the lower and upper bits of the code the exponents E = {en, eu-1, ..., eo} for any je {1, 2, ..., n-1};

ei € {0, 1}. In both mentioned algorithms it is impossible to perform several cycles simultaneously
[7]. The advantage of the lower-bit exponential algorithm is the ability to partially parallelize
calculations within a single cycle. This allows you to increase the speed of the algorithm by 1.5 times.

Further acceleration of the exponent operation in Galois fields is carried out by reducing the
execution time of multiplication in the field [8]. This operation consists of polynomial multiplication
and reduction. The operation of polynomial multiplication of n-bit numbers requires 0.57 logical
addition operations and »n shift operations to calculate the product. Taking into account that the
execution time of the logical addition command is approximately the same as the execution time of
the shift command, we can assume that the implementation of polynomial multiplication is
determined by the execution time of 1.5# logical operations [9]. As the main reserve for accelerating
multiplication in Galois fields, most researchers consider the reduction operation [10].

The polynomial reduction operation is performed by adding a number corresponding to the
forming polynomial to the current remainder. This operation includes determining the position of the
highest digit of the current remainder, shifting the code forming the polynomial, logically adding it
to the current remainder [11]. Thus, to perform the reduction, you need to perform an average of n
bit testing operations, 2n offset operations (offset code of the forming polynomial and test code
containing one unit), as well as 0.5# logical addition operations. The total average number of logical
operations to perform reduction by dividing polynomials is 3.5x.

Further increase in speed is achieved by accelerating the reduction. Most of the known methods
are based on the use of precalculations dependent on the unchanging polynomial P [12], which in
cryptographic information protection systems is part of the public key and, accordingly, rarely
changes.

In acceleration methods based on the use of this property of the forming polynomial, the
residues from the division of the codes 2"*1,...,2?" by the forming polynomial P(x): 71 = 2""! rem P,
T, =2"2rem P,...,Tn=2>" rem P are preliminarily calculated. The calculated codes are stored in the
table memory of precalculations. The reduction is reduced to the addition of tabular codes, which
correspond to the units in the highest n digits of the code of the polynomial product. Thus, due to the
use of precalculations, it is possible to reduce the average number of logical operations to implement
the reduction to 1.5n. The total average number of logical operations for multiplication on Galois
fields is 3n.

Another way to accelerate the reduction in Galois fields is proposed in [13, 14] and its essence
is to adapt the Montgomery technology known in traditional algebra to the features of the algebra of
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Galois fields. Using Montgomery technology, the average number of logical operations for the
computational implementation of multiplication in Galois fields was reduced to 2x rounds [15].

An analysis of both classical Galois finite-field exposition algorithms shows that 2/3 of the
computational volume is accounted for by the square operation. Therefore, the most promising way
to accelerate these important cryptographic calculations is to conduct research aimed at reducing the
computational complexity of squaring in the Galois fields.

3. Purpose and objectives of research

The aim of the study is to accelerate the calculation of the exponent on the finite Galois fields in
software and hardware implementation by reducing the number of logical operations required for
squaring in the Galois fields.

To achieve this goal, the study solves the following tasks:

— analysis of the features of symmetry of operations when squaring in Galois fields and finding
ways to use them to accelerate squaring — the basic operation of exposition in Galois fields;

— development of a method of accelerated squaring in the Galois fields, the difference of which
is to eliminate duplication of calculations, thereby reducing the computational complexity;

— development of a modified exposition procedure in Galois fields using the accelerated method
of squaring;

— evaluation of the effectiveness of the proposed method of squaring in the Galois fields and
exposition in terms of accelerating their computational implementation.

4. The method of accelerated elevation to the square in the Galois fields using the
Montgomery reduction

Twothirds of the computational volume that makes up the Galois field exponentiation, as well as the
traditional modular exposition, is the squaring operation [8]. Therefore, it is important to find
opportunities to accelerate this dominant component of the implementation of cryptographic
mechanisms in the transition from traditional modular exposure to perform this operation in Galois
fields.

The property of a polynomial square and the application of the Montgomery reduction can be
considered as the main reserves for the acceleration of calculations related to the squaring in the
Galois fields.

The property of a polynomial square is that the addition to the square of the number
A=an 12"+ an 22" +.. 4+ a12 + ap, where Vi €{0,1,...,n—1}: a; €{0,1} is reduced to the insertion
of "zeros" between the binary digits ao, ai,...,an1 of the number 4: AQA = A% = ap1-2>" D +
+ an 2222+, + a4 + ao [11]. For example, if 4 = 910 = 10012, then its polynomial representation
has the form: 4(x) = x> + 1. Accordingly, the polynomial square of this number can be represented
as: AX)QA(x) = (x*+1)-(x*+1)= x0+x3+x3+1=x0+1. Inserting “zeros” between binary digits gives a
similar result: 42=100000 1> = 65.

Thus, the first component of squaring in the Galois fields — polynomial multiplication does not
require for its implementation any operations other than shifts. Montgomery technology adapted to
Galois field algebra can be used to accelerate the computational implementation of the second
component, the reduction of a polynomial square [12].

To realize the above possibilities, the following method of squaring in Galois fields is proposed.

There is a number A such that 4 = a,1-2"' + a,22"2 +..+ a2 + ao, and
Vie{0,1, ...,n—1}: a; €{0,1}. It is necessary to perform the operation of squaring this number to the
square, ie to calculate A® A? rem P, where P is the number that corresponds to the forming
polynomial of the Galois field: P = p,2" + ppa:27' + pu22'? +..+ pi:2 + po;
Vvje{0,1,...,n}: pi€{0,1}. Montgomery's technology involves the use of an auxiliary polynomial R,
R = 2" for which the multiplicative inversion R is determined so that R-R™! rem P=1.

The proposed method involves the following sequence of actions:

1. The counter j cycles is set to zero: j = 0.
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2. The number B is formed: B: B = by 1-2°"' + by 2222 +...+ b1-2 + by and VKE{0,1, ..., 2n—1}:
bir=awp, if kmod 2 =0and by=0if kmod 2 = 1.

3. If bo = 0, then proceed to claim 5.

4. To the current value of the code B is added modulo 2 the value of the code P, which corresponds
to the forming polynomial of the code: B = BDP.

5. A shift to the right by one bit of the value of the code B of the current result: B >> = 1;

6. The unit is added to the cycle counter: j =j + 1. If j <n, then there is a return to re-execution of
claim 3.

Next will be show that as a result of the proposed procedure it obtained the value of the result
B, which is equal to AQAQR ! rem P. If we denote by D the polynomial square D = AQA, which is
obtained by inserting "zeros" between each pair of binary digits of the number 4, the value of D is
equal to the initial value of B, which is formed in paragraph 2 of the developed procedure. In the
process of its implementation to the value of D are added h values of the number P, where 0 </ < n.
The addition of the numbers P is carried out in such a way that their logical sum with the code D has
zeros in n lower digits. That is, the code B’, which is obtained as a result of the above procedure,
excluding offsets, can be represented as: B’ = AQA @ S, where S is the logical sum h of shifted codes
P. Offset of the obtained result B’ by # positions to the right, provided that the lower n bits of B’ are
equal to zero, equivalent to the multiplication of B’ by the multiplicative inversion R—1 of the code R
= 2n, the multiplication by which is identical to the shift operation to the left by n bits. Thus, the code
B obtained as a result of the procedure described above is a reduction of the product:
B'QR! = (AQADSRR' =(AQRQA)QR'PSQR V. In other words, B = B'QR' rem
P=(AQA)QR"' rem POSR®R™' rem P. Due to the fact that the second component of the sum
includes as a component of the product the sum of codes P, then the value of its remainder from the
polynomial division by P is zero. This means that the obtained, as a result of the proposed and
described above procedure is equal to B = (A®A)Q@R! rem P, which had to be proved.

The proposed algorithm can be illustrated by the following numerical example.

Letn=4,4 = 1110 = 1011,, forming polynomial P = 1919 = 10011, an auxiliary polynomial
R = 2n = 16, and its multiplicative inversion is equal to R™' = 1419 = 1110,. Indeed, R-R—1 rem
P=16-14rem 19 = 1. It is necessary to raise to the square of the number 4 on the Galois field with
the forming polynomial P (x) = x4 + x + 1, which is related to the number P = 19: AQA rem
P=11Q11 rem 19=09.

Before performing the calculations, according to claim 1 of the above procedure, the counter j
cycles is set to zero, and the initial value of the number B is formed from a given number 4 by
inserting zeros: B =1000101.

The dynamics of transformations of variable B in the process of performing cycles of the above
procedure is presented in table 1.

Table 1
Dynamics of transformations of variable B in the process of performing cycles of the proposed
procedure of accelerated squaring in the Galois fields

The value of the variable B
J At the beginning of the bo After performing step 4 After performing
cycle step 5
1000101
0 1000101 1 @ 10011 101011
1010110
101011
1 101011 1 @ 10011 11100
111000
2 11100 0 — 1110
3 1110 0 — 111
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The number B obtained as a result of the proposed procedure of accelerated ascent to the square
is equal to AQAQR ' rem P=11Q11Q14rem 19 =7.

The true value of U of the square 4 on the Galois field with the forming polynomial
P(x)=x*+x+1, which corresponds to the number P = 19 can be obtained by multiplying B by R=2" =24
=16:U=7Q16rem 19=09.

According to conducted research, the average multiplication time in Galois fields depends on
the number of logical addition and shift operations.

In a known variant of multiplication in the fields of the Montgomery Reduction [14], the shift
is performed on each of n cycles, so is performed n times. Operations of logical adding the
multiplicand to current result are carried out when the current bit of the multiplier is equal to one. On
large length, the probability that the current bit will be a one or zero, is equal to 50%, thus, the
multiplicand logical addition will occur only in half of all cycles, that is 0.5:n times. Operations of
logical adding of Galois fields base polynomial depends on low bit of current result. Thus, in average
this operation is executed also 0.5-n times [16]. Then, the average total number of logical addition
operators consist of n. Logical addition and shift operations require approximately the same time to
execute. Therefore, it is advisable to calculate all operations together when calculating the time of the
algorithm together. And the total number of all operations will be 2-n.

In the developed method, the rise time to the square depends on number of shifts and number
of logical addition operations. Adding a multiplicand in proposed method was replaced by the
previous and disposable insertion of zeros. Shifts occur on each cycle, that is their number n. As in a
well-known method, the logical addition operation number depends on the low bit of current result.
Therefore, the average numbers of such operations is equal to 0.5x1. Acceleration occurs due to the
exclusion of logical adding of multiplicand. Thus, in the algorithm according to the proposed method,
the average total number of operations for square on Galois field calculation is 1.5x.

Compared to the time of execution of a previously existing multiplication algorithm by
Montgomery method [15], the number of operations decreased from 2-n to 1.5:n, that is, by 25%. The
conducted experimental studies were obtained by the theoretical evaluation.

5. Organization of the calculation of the exponent in the Galois field using the
proposed method of squaring

As noted above, squaring in the Galois field is about 2/3 of the process of calculating the exponent in
the Galois field — the basic operation of a wide class of cryptographic algorithms.

Accordingly, the squaring by the proposed method, which combines the use of a polynomial
square and the Montgomery reduction, can be effectively used to accelerate the exposure in the Galois
fields. The squaring operation performed by the proposed and described method is hereinafter
referred to as KM (Montgomery Square) in contrast to the known multiplication scheme in Galois
fields using Montgomery recursion [13] which is denoted as MM.

Modified in this way the exposition procedure on Galois fields, the calculation of AF rem P
involves performing precalculations before the start of cycles of sequential processing of bits of the
exponent code. Montgomery technology determines the use of the auxiliary polynomial R(x) and its
multiplicative inversion R~!(x). The number R corresponding to the polynomial R(x) = x" is defined
as R = 2"; accordingly, the multiplicative inversion R~'(x) is correlated with the number R~! such that
R®R ' rem P = 1. In addition, the reduction technology according to the Montgomery method
involves performing precalculations before exponentiation, namely: calculation G = R rem P = RDP
and
D =R rem P, as well as Z= MM (4, D) = AQDQR' rem P. It is obvious that the values of G, D
depend only on the Galois polynomial field, so they are calculated only once and can be used to
expose different numbers provided that the Galois polynomial field is constant. The calculation of
the number Z precedes each exposure in the Galois fields due to the fact that it depends on 4.

Formally, modified as above, the Galois finite field exposure procedure using Montgomery
reduction and accelerated squaring consists of the following sequence of actions:
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1. The counter of h cycles is set in n: & = n so that it indexes the highest unit digit of the code of the
exponent E.

2. Using the developed method of accelerated ascent to the square, the value of the square G is
calculated: G = KM (G).

3. If the current A-th bit of the code of the exponent £ is equal to one en = 1, then the multiplication
operation with Montgomery recursion obtained in the previous step of the result G on Z:
G=MM (7, G).

4. The value of the cycle counter & = h—1 is decremented. If /# > 0, then the return is performed for re-
execution of claim 2.

5. The final result is obtained by multiplying in the Galois field using the Montgomery reduction of
the obtained value of G per unit: G = MM (G, 1).

The operation of the described modified Galois field exposure procedure using the accelerated
squaring based on the Montgomery reduction can be illustrated by the following example. Let it be
necessary to calculate 4" rem P, and 4 = 12, E = 13, and the Galois field-forming polynomial has the
form P (x) =x*+x+ 1, if corresponds to the number P = 19, then n = 4. Then Montgomery technology
involves the use of an auxiliary polynomial R(x) = x*. Its multiplicative inversion R™! = 14. It is easy
to calculate the value 12'* rem 19 = 8 by performing exponentiation by the classical algorithm without
using Montgomery reduction.

The values G = ROP = 1619 = 3 and D = R|> rem P = 5 are calculated in advance.
Z=MM (4, D) =12Q5® 14 rem 19 = 7 is calculated immediately before the exposition.

After setting the counter / to the initial value 4 within stage 2 of the procedure, the square of
the constant initial value G = 3: G =KM (3) = 3. Since the current digit e4 of the code of the exponent
E is equal to one, if es = 1, the result under item 3 is multiplied by the Montgomery method by the
value of Z: G = MM (Z, G) = MM (3,7) = 7. Then decreases by one the value of the counter 4 =3
and, since it is not equal to one, the return for re-execution of paragraph 2.

In this paragraph 2 is the elevation to the square of the value obtained in the previous cycle G:
G = KM (7) = 2. Since e3 = 1, it is performed in paragraph 3, in which the result is multiplied by Z:
G =MM (Z, G)=MM (2,7) = 11. Again subtract the unit from the counter h and return to claim 2.

When /4 = 2 is raised to the square of the result: G = KM (11) = 7. Since e> = 0, then paragraph
3 is skipped and decrements the value of the counter, resulting in h becomes equal to 1. Accordingly,
the return to re-execution is realized item 2 within which the previously obtained result is squared: G
= KM (7) =2. Since the least significant bit of the exponent is equal to one, if e; = 1, the multiplication
is performed: G=MM (Z, G) =MM (2, 7) = 11. Then decreases by one the value of h, which becomes
equal to zero. This means that the exposure cycles in the Galois fields are complete. Finally, item 5
is performed — correction of the obtained result G = 11 by multiplying it by one: G = MM (G, 1) =
MM (11,1) = 8. The obtained value corresponds to the true value 12'3 rem 19 = 8.

The exposition operation consists of n cycles. In each cycle, the developed procedure of
accelerated squaring to the square is performed, which is realized, on average, in 1.5-n logical
operations. In addition, on average, 0.5-n multiplication operations are performed on Galois fields
with Montgomery reduction, each of which, on average, requires 2-n logical operations to implement.
In general, the average number of logical operations required for exposition on Galois fields using
the proposed method is 2.5-n°.

Based on the fact that in the known scheme [11] of exponentiation on Galois fields with
Montgomery reduction, the average number of logical operations is 3-n> we can conclude that the
proposed method can speed up the process of exposure to Galois fields by 20%, due to saving 0.5-n>
logical operations. With a typical value of n = 2048 for practical applications, this is 254,000
operations. Experimental studies have shown that the real acceleration of exposure in Galois fields is
in the range of 18 — 22%.

6. Conclusions

As a result of research aimed at accelerating the execution of the basic for a wide range of
cryptographic mechanisms of the exponentiation operation in Galois fields, a new method of
accelerated squaring using Montgomery reduction is proposed.
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The developed method is based on the properties of a polynomial square in Galois fields and
allows to reduce by 25% the number of logical operations in comparison with the use for calculation
of the multiplication square in Galois fields with Montgomery reduction. Based on the developed
method, a modified exposition procedure on Galois fields with Montgomery reduction is proposed.
Theoretically and experimentally it is shown that the use of a modified procedure can reduce by 20%
the number of logical operations and accordingly accelerate the exposure.

The proposed solutions not only speed up the calculations, but also provide their simplification,
which determines their focus primarily on the hardware implementation of cryptoprocessors.
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OPTIMAL CONSTRUCTION OF THE PATTERN MATRIX FOR
PROBABILISTIC NEURAL NETWORKS IN TECHNICAL
DIAGNOSTICS BASED ON EXPERT ESTIMATIONS

In the field of technical diagnostics, many tasks are solved by using automated classification. For
this, such classifiers like probabilistic neural networks fit best owing to their simplicity. To obtain a
probabilistic neural network pattern matrix for technical diagnostics, expert estimations or
measurements are commonly involved. The pattern matrix can be deduced straightforwardly by just
averaging over those estimations. However, averages are not always the best way to process expert
estimations. The goal is to suggest a method of optimally deducing the pattern matrix for technical
diagnostics based on expert estimations. The main criterion of the optimality is maximization of the
performance, in which the subcriterion of maximization of the operation speed is included. First of all,
the maximal width of the pattern matrix is determined. The width does not exceed the number of experts.
Then, for every state of an object, the expert estimations are clustered. The clustering can be done by
using the k-means method or similar. The centroids of these clusters successively form the pattern
matrix. The optimal number of clusters determines the probabilistic neural network optimality by its
performance maximization. In general, most results of the error rate percentage of probabilistic neural
networks appear to be near-exponentially decreasing as the number of clustered expert estimations is
increased. Therefore, if the optimal number of clusters defines a too “wide” pattern matrix whose
operation speed is intolerably slow, the performance maximization implies a tradeoff between the error
rate percentage minimum and maximally tolerable slowness in the probabilistic neural network
operation speed. The optimal number of clusters is found at an asymptotically minimal error rate
percentage, or at an acceptable error rate percentage which corresponds to maximally tolerable slowness
in operation speed. The optimality is practically referred to the simultaneous acceptability of error rate
and operation speed.

Keywords: technical diagnostics, probabilistic neural network, pattern matrix, expert estimations,
clustering, performance maximization.

1. Introduktion. Technical diagnhostics based on expert estimations

In the field of technical diagnostics, many tasks are solved by using automated classification [1, 2].
For this, such classifiers like probabilistic neural networks (PNNs) fit best owing to their simplicity
[3, 4]. Another merit is that PNNs are relatively insensitive to outliers [5]. The PNN is so simple
because it is constructed easily and trained fast. Indeed, to solve a classification problem, only a
pattern matrix is required. Each column in this matrix corresponds to a class (i. e., to a state of an
object which is under technical diagnostics or surveillance). The elements of the column are features
of the object.

To obtain a pattern matrix for technical diagnostics, expert estimations or measurements are
commonly involved [1, 2, 6, 7]. Unlike other fields of diagnostics (in medicine, where a pattern matrix
is obtained from images or medical tests), expert estimations are not always reliable and may contain
severe biases. Similarly, measurements may be biased due to finite accuracy of tools and methodical
inaccuracy. This is why every object state is estimated by at least few experts (or measurements are
repeated). Subsequently, a final set of expert estimations is grouped and it can be thought of as if each
expert proposes its own pattern matrix. The pattern matrix can be then deduced straightforwardly by
just averaging over those expert estimations [8, 9]. However, averages are not always the best way to
process expert estimations [10]. Moreover, the PNN at its input can have more than a single
representative of a state (class), i. e. a few columns in a pattern matrix can correspond to the same
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state. Then the PNN performance may be improved by better representing the respective states.

2. Problem statement

Due to the abovementioned reasons of the uncertainty of the PNN pattern matrix deduction, the goal
is to suggest a method of optimally deducing the pattern matrix for technical diagnostics based on
expert estimations. The main criterion of the optimality is maximization of the PNN performance.
However, the subcriterion of maximization of the operation speed should be included as well because
the pattern matrix cannot be “stretched” without a limit. Indeed, too “wide” pattern matrices will
operate slower. For some technical fields (e. g., where diagnostics is fulfilled frequently), the
operation speed is crucial, and thus the slowness will be unacceptable.

3. A general conception of optimizing PNNs

Denote a number of object features by £, and a number of states by S. Then the smallest possible
pattern for a PNN is an F X S matrix. Nevertheless, wider matrices can also be pattern. In general, an
F X (mS) matrix

P(m) =[Py L) ()

where m €[X], can be a PNN pattern matrix. In matrix (1), each state is represented with m different
patterns (columns), where p;; is an assessment of feature i of the object at state s by

s—j—S-\u[j—_lJ
S for j = l_, mS (2)

and function W(x) returning the integer part of number x € R [11].

If there are L experts (group measurements), then m < L. Those m different pattern matrices
can be found from clustering the initial L expert matrices. Obviously, as m increases, the respective
PNN operation speed may drop. So, it is necessary to determine an ultimate natural number my,, 4, ,
at which matrix P(m,,4,) can be used for the pattern (the slowdown in operation speed will be hard
but still tolerable), but matrix P(m,,4, + 1) cannot be used for the pattern due to intolerable
slowdown in operation speed. This can be done by plotting (tabling) a performance time curve versus
m. Instead of real pattern matrices (1) form =1, 2, 3, ..., it is sufficient to generate random matrices
of size F X (mS) and train PNNs, whereupon the PNNs are tested (on series of vectors of #
numbers, whether they are random or not).

Once a maximally possible size of the pattern matrix is determined, the respective PNNs trained
on pattern matrices (1) for m € {1, M4, } are tested. Their performance is plotted (tabled) versus m.
Then a number m* € {1, M4, } at which performance is maximal is determined.

So, a general conception of optimizing PNNss is realized via three steps as follows:

1. To determine My, g (Mpax < L).
2. To find 7 clusters from those L versions of pattern matrix, for each m € {1, M4, }.
3. To determine m*(m* < Myqay).

Nevertheless, it is worth to additionally note that selection of m,,,, can be kind of fuzzy.
Furthermore, if the performance of a PNN trained on pattern matrix P(m*) is not satisfactory,
number my,,, will be probably increased. This is expected to (at least) slightly affect the operation
speed, though.
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4. Experimental study

To model generation of the pattern matrix, it is convenient to use normal and uniform randomizers.
First of all, a pivot for each state is generated. Denote the pivot value of feature i of the object at state
s by "pis. So, let

D, =|w(10-(&, +1.56,))| 3)

Where §;¢ is a random real number drawn from the standard normal distribution (with zero mean and

unit variance) for feature i and state s, and S is a random real number drawn from the uniform
distribution on interval (0; 1), f = 1, F and s = 1, S.

At the second stage, the pivots are noised by similar randomizers. The noise is equivalent to
inaccuracies of measurements and biases in expert estimations. The /-th version of estimation of
feature i of the object at state s is

.IE_)E.\'! = ‘W(‘pu (l 7k GP&M ) + l 'SC_AM )‘ (4)

where ;g and Cas are random numbers from the respective standard normal and uniform

distributions, [ = 1,L, and op is a positive factor of the noise strength. Note that values (4) of expert
estimations are integer because a scale for expert estimates is commonly integer or has just a few
points. Three examples of generation of pattern matrix and experts’ matrices are shown in Figure 1.

8 25 16 9 26 13 8 27 16 &8 27 13 B 26 15 10 22 17 7 28 15
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Fig. 1. The three examples of generating a 5 X 3 pattern matrix (highlighted bold on the left) and
six experts’ matrices (L = 6) by increasing the noise strength factor

PNN pattern matrix (1) by (2) is determined as follows:
1. For every state s data

5)

are grouped into m clusters. The clustering is done by using the k-means method [12, 13].

{{ Pi }f—l}

Consequently, m centroids of these clusters are found for every state s , s = 1, S:
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2. Matrix (1) is successively formed from centroids (6):

p:z:Crk.s' by ZZS—’_S(I(_l) for S:]"S. (7)

Once pattern matrix (1) is determined, the respective PNN is trained. Then the PNN is tested
using objects whose feature i at state s is

. =[p (140480 ) +1.587] ®

Where Ei(sl) and & l(sz )are another random numbers from the standard normal distribution. It is worth to

note that fl.(sz) implies a normally distributed shift in state s of a test object. This shift is the same for
all the features. Thus, model (8) of the test object differs from model (4) of the expert estimation, in
which every expert has its “own” shift distributed uniformly. Besides, unlike values (4) of expert
estimations, values (8) are not narrowed to a scale or set because they model real-world objects whose
features are not tied to any scale.

An example of diagnosing objects with seven features by four states, where 80 expert
estimations are involved, is presented in Figure 2 (the PNN testing) and Figure 3 (operation speed).
Figure 2 shows that the error rate percentage decreases near-exponentially as the number of clustered
expert estimations is increased. Meanwhile, Figure 3 indicates that the PNN operation speed almost
linearly decreases. The value of 2.095 % is an asymptotically minimal error rate percentage, and it

does not change by m = 77,80. So, m* = 77 if the respective drop of the operation speed is tolerable
(from nearly 87 to 94 seconds, which is about 8 %).

1 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 m

Fig. 2. The error rate percentage of PNNs by F=7,5=4,L =80, 0p = 0,25
where every object state is tested 10000 times



23 Information, Computing and Intelligent systems Ne 2

95}

——

94t

93t

ﬁ
;: i
90} & M\P

j|

a7r

J

1 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80

Fig. 3. Time (in seconds) spent on testing the PNNs by F=7,5S=4,L =80, 0p = 0,25
(every object state is tested 10000 times)

Another example, by smaller inaccuracies of measurements and biases in expert estimations, is
presented in Figure 4 (the PNN testing) and Figure 5 (operation speed). By the same number of states,
having just five features, these PNNs are far faster than those for objects with seven features. The
zero error rate percentage (100 % accuracy) is achieved even by forming a pattern matrix as a
concatenation of five cluster centroids (for each of the four states). So, in this particular case,
m* =5,

0.147
013}
0.1z}
011+

01t
0.09+
0.08}
0.07¢
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0.05}
0.04}

0.03
0.0z} |

.01}
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1 5 10 15 20 25 30 35 40 45 50 55 a0 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150 m

Fig. 4. The error rate percentage of PNNs by F=5,8=4,L =150,0p = 0,1
(smaller inaccuracies of measurements and biases in expert estimations than those for Figure 2),
where every object state is tested 10000 times

In general, most results of the error rate percentage of PNNs appear to be near-exponentially
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Fig. 5. Time (in seconds) spent on testing the PNNs by F=5,5=4,L =150,0p = 0,1
(every object state is tested 10000 times),
where computation speed artifacts are observed easier than in Figure 3

decreasing as the number of clustered expert estimations is increased. This also holds true by
modeling expert estimations with varying gp and other three factors in (4) by (3), and by testing PNNs

with object features (8) varying gp and the factor at 65(2) as well. Therefore, the example in Figure 2
is a typical performance of a set of PNNs versus the number of clusters per state.

5. Discussion

While the pattern matrix is determined by (5) — (7), which is the general approach, the models of
expert estimations and real-world objects are made intentionally specific. In fact, expert estimations
are modeled as (4) by (3), and the PNN is tested with object features (8), where only the noise strength
factor op is left loose. The specification allows adjusting the models faster owing to the specified
factors are close to the best making thus the models highly sensitive (susceptible to small changes in
F, S, L, op resulting in drastic changes in the error rate percentage).

The optimal number of clusters is found at an asymptotically minimal error rate percentage, or
at an acceptable error rate percentage which corresponds to maximally tolerable slowness in operation
speed. However, the pattern matrix cannot be limitlessly “stretched”. The optimality, therefore, is
practically referred to the simultaneous acceptability of error rate and operation speed.

6. Conclusion

In technical diagnostics based on expert estimations for using them in PNNs, the pattern matrix is
optimally constructed by grouping the estimations for every state into the same number of clusters.
The clustering can be done by using the k-means method or similar. The optimal number of clusters
determining the PNN optimality is found by the PNN performance maximization. If the optimal
number of clusters defines a too “wide” pattern matrix whose operation speed is intolerably slow, the
performance maximization implies a tradeoff between the error rate percentage minimum and
maximally tolerable slowness in the PNN operation speed.

The suggested optimal construction of the pattern matrix for PNNs can be applied in technical
diagnostics of complex objects like devices, buildings, bridges, machines, vessels (watercrafts and
airplanes), etc., based on expert estimations of the object (current) state. Apart from technical and
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industrial systems, PNNs are nonetheless applicable in other domains (general engineering, social,
ecological and economical systems, entertainment, surveillance), where the task is to control the state
of objects whose number of features is up to a few tens or hundreds.
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VECTOR SPACE MODELS OF KYIV CITY PETITIONS

In this study, we explore and compare two ways of vector space model creation for Kyiv city
petitions. Both models are built on top of word vectors based on the distributional hypothesis, namely
Word2Vec and FastText. We train word vectors on the dataset of Kyiv city petitions, preprocess the
documents, and apply averaging to create petition vectors. Visualizations of the vector spaces after
dimensionality reduction via UMAP are demonstrated in an attempt to show their overall structure. We
show that the resulting models can be used to effectively query semantically related petitions as well as
search for clusters of related petitions. The advantages and disadvantages of both models are analyzed.

Keywords: vector space model, FastText, Word2Vec, petitions analysis, UMAP.
1. Introduction

By now, e-petitions have already matured and are incorporated in a lot of countries’ governments.
They are no longer experimental and citizens use them actively to make suggestions for public
institutions. This is why the analysis of e-petitioning is vital to better understand the relationship
between governmental systems and the public [1]. Automatic petition processing can help institutions
immensely not only by filtering out noisy petitions, spam, and simply angry threats but also by
aggregating people sentiments toward certain changes, events, or orders in an objective manner.
Political implications of online petitions are well described in [2].

Unfortunately, a lot of effort is going into manual analysis of petitions which may lead to biased
conclusions, is prone to errors, and inefficient. An example of the effort that went into the analysis is
[3] where authors were searching for insights in the ‘Save the Cretan landscape: Stop golf
development at Cavo Sidero’ online petition.

Ukraine is no stranger to the e-petition applications. Kyiv city — the capital and the largest city
of Ukraine with a population of around 3 million people [4] — has a platform for submitting online
petitions to the Kyiv City Council — petition.kievcity.gov.ua. An e-petition makes it possible for
citizens to suggest actions to the Kyiv City Council. Our research is aimed at building a model of
petitions posted on the above mentioned platform in order to be able to search for relevant petitions
given a natural language query.

Similar research has been done by Hagen, L. et al. [5] where the authors have used We The
People website data to uncover latent patterns in online petitions. They analyzed linguistic and
semantic features of texts and built an LDA [6] model of the provided petitions. While very powerful,
the LDA model is more of an exploratory tool that extracts main topics from petitions and lacks the
contextual knowledge that models on top of the distributional hypothesis provide [7].

2. Vector space models

Vector space model is an algebraic model for encoding entities as vectors for the purpose of being
able to find similarity of these entities as the degree between vectors. Every vector in such a model
encapsulates the semantic structure of an object so that similar objects end up having small degrees
between their vectors. The degree is also called similarity. It shows how similar are objects in the
vector space instead of the distance between them. The most commonly used similarity function for
vector space models is cosine similarity (1). Other noteworthy mentions are Euclidean similarity and
Jaccard similarity which may describe similarity between terms better in some cases or applications,
for example, in hierarchical vector space models [8]. For our experiments, for petition vector space
model we used cosine similarity because it is the similarity measure that is used for underlying word
vectors, which are described next. Note that identical vectors are going to have cosine similarity equal
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to 1.0, so the more two vectors are semantically similar, the more their cosine similarity value has to
be closer to 1.0.

S(A,B) — AB _ Zi=1AiBL'

NAIIBI  [yn a2 [yn g2
Yizy A7 |Zi=1 Bf

where S(4, B) — cosine similarity between vectors 4 and B; n — dimensionality of vectors.

To embed textual documents into vectors, models based on word embeddings, Term
Frequency-Inverse Document Frequency weights, document indexing, and Latent Semantic Analysis
are usually used. This paper focuses on models based on word embeddings, out of which the most
popular are Google’s Word2Vec [9], Stanford’s Glove [10], and Facebook’s FastText [11]. To better
understand how to convert documents into vectors we should first step back and examine word-vector
models listed previously.

The Word2Vec method takes leverage of a neural network to find word relationships from text.
After the training process is finished, Word2Vec algorithm can be used to find synonyms or
semantically similar words and complete sentences with missing parts. Usually, the text that is used
to train such a model is huge, for example, the original paper on Word2Vec trained it on Google
News Corpus with 100 billion words. Typical size of the underlying vectors is 300. Since our
experiments work on a much smaller scale, we choose the dimensionality of vectors to be 100.
Word2Vec has two distinct architectures, however, both of them are two-layer neural networks that
make use of the distributional hypothesis. The hypothesis claims that words that occur in the same
contexts tend to have similar meanings [7]. The first architecture of Word2Vec is called continuous
bag-of-words (CBOW) and its goal of learning is to predict the word inside a sentence from its context
— a number of neighboring words. The second architecture, called skip-gram, has the opposite
learning goal — given a word inside a document predict its neighbors in a certain span. It also puts
more weight on closer surrounding words than more distant ones. CBOW takes less time to train than
skip-gram but models words that occur in the corpus less frequently worse.

The FastText method is an extension of Word2Vec that takes into account subword information.
The authors of the algorithm model morphology by considering subword units, and representing
words by a sum of its character n-grams [11, 12]. They extract all of the n-grams in the length range
from 3 to 6 from words which lets the model learn prefixes and suffixes as well as other morphological
information present in most of the words. This makes FastText model for word vectors expressively
more powerful than Word2Vec because words that were not present in the dataset can still be
embedded or queried in the vector space. On the other hand, given that FastText learns representations
for subword information, for small datasets, like the one that we use, the amount of learned weights
and the complexity of the model grows which may lead to less quality with limited data.

One way of training both models is to use negative sampling [13] which minimizes the log-
likelihood of sampled negative instances as opposed to training on positive examples only. This
method is fast, simple, and widely used for similar tasks.

This paper explores a vector space model for Kyiv city petitions, that is based on the actual
texts of petitions. The main question that we addressed was the choice of an approach to create vectors
of petitions given vectors of words. We first train word vectors using Word2Vec and FastText which
gives us 100-dimensional embeddings for words present in petitions. For every word in the text of a
particular petition, the corresponding embedding was taken and averaged across every axis to
generate a 100-dimensional vector for the petition as depicted in Fig. 1.

(1)

Word Vectors

P Petition words (100 dimensional)
Please — 00 o ‘ Petition vector
Petition text</ ey — 00 Olaea
< station 00 0 %{»’\J U U

‘ .00« @

Fig.1. Petition word vectors averaging in order to get petition vector
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As a result, the final vector space model is encoding the high-level meaning of the petition and
can be queried for similar petitions, creating a simple exploratory data analysis tool relying purely on
the semantic content of petitions. This leads to one of the drawbacks of the model: if petition
description is too abstract and poorly constructed, the averaging process creates poor vector
representation thus making the space less representative.

3. Word vectors

Based on the abovementioned framework, we trained two sets of word vectors: Word2Vec and
FastText. The dataset that we trained on consists of 4623 petitions written in the Ukrainian language
that were scraped from the petitions website. To capture semantic relationships between key entities
and objects in petitions better we did several preprocessing steps:

1. stop word removal via the stop-words [14] library which provides stop words for 22
languages including Ukrainian;

2. whitespace normalization (strip any irrelevant whitespace before and after the core petition
text, as well as any additional spaces in between words);

3. invisible and non-unicode characters removal,

4. infrequent tokens removal (every word that was not present in our dataset more than 20 times
was removed with an intuition of being irrelevant or a spelling mistake). This made the training
process more stable.

We experimented with optimal hyperparameters for both of the models, which are listed here:

1. vector dimension: 100;

2. training epochs: 1000;

3. context window: 5;

4. learning rate: 0.025.

Both models use skipgram and negative sampling as part of the internal algorithm and were
trained for around 30 minutes with 4 workers on a 2.8 GHz Intel Core i5 processor. No GPU was
needed because the size of the dataset is small. We used Gensim [15] as the framework for experiment
implementation which allows us to build vector models with an easy-to-use, yet powerful APL

Tables 1 and 2 showcase some of the queries that became possible with the built word models.

Table 1
Top 10 closest words in Word2Vec space with their cosine distance to queried words

Q;f)‘;‘gd Klitschko Kyiv City State Administration
# Closest word Cosine distance Closest word Cosine distance
1 Vitaly 0.747 Kyiv City Council | 0.614
2 mayor 0.586 deputies 0.532
3 head 0.458 Kyiv City Council | 0.518

(abbr.)
4 head(genitive) 0.417 site 0.495
5 Kyiv(adjective) 0.374 solution 0.460
6 requirement 0.368 council 0.452
7 together 0.356 according 0.446
8 commission 0.353 District state 0.445
administration
9 city 0.353 Municipal 0.439
Enterprise
10 their 0.347 order 0.437

Please, note that since FastText is a modification of Word2Vec, the results of queries are
similar, both capture semantic relationships, like name and job, or similar institutions of the query.
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However, as mentioned before, FastText allows us to make queries for words not present in the
dataset, which is a huge bonus for word vector models.

Table 2
Top 10 closest words in FastText space with their cosine distance to queried words

Q;ffr‘;d Kanuxko (Klitschko) Kyiv City State Administration
# Closest word Cosine distance Closest word Cosine distance
1 Vitaly 0.724 Kyiv City Council | 0.577
2 head 0.571 Kyiv City 0.567

Council(abbr.)
3 mayor 0.530 deputies 0.501
4 head(genitive) 0.478 site 0.486
5 Kyiv(adjective) 0.400 order 0.468
6 commission 0.394 District state 0.464
administration
7 together 0.392 council 0.446
8 Kyiv City State 0.373 Municipal 0.446
Administration Enterprise
9 Dear 0.371 question 0.445
10 Vitaly(vocative) 0.365 according 0.430

4. Petition vectors

In this section, we detail the results obtained by averaging word vectors for petition contents. In order
to give some qualitative measures of newly constructed petition vectors, we are going to show their
visualization. The visualization is built by reducing the dimensionality of petition vectors from 100-
dimensional to 3-dimensional and plotting this reduced space. The algorithm for dimensionality
reduction that we use is UMAP [16] which has increased speed and better preservation of the data's
global structure than other dimensionality reduction algorithms. The idea behind UMAP is to first
create a high dimensional graph representation of the data and then optimize another low-dimensional
graph to be as structurally similar as possible to the constructed graph. We use Tensorboard [17] to
make these visualizations and explore the space manually. Tensorboard allows projecting
embeddings to a lower-dimensional space via UMAP, t-SNE, or PCA. We chose UMAP because it
is faster than t-SNE and more expressive than PCA [16].

For the quantitative measurement of the differences in the researched models we use the
Silhouette Coefficient [ 18] which is defined for a single sample as:

_a—b
" max(a, b)

where a — average distance between the point and all other points in the same cluster; b — average
distance between the point and all other points in the nearest cluster.

The Silhouette Coefficient score is defined as the mean of Coefficients of every point. The
model with better defined clusters is expected to show higher Silhouette Coefficient score. The
Coefficient has a range of -1 to 1 where spaces with highly dense clusters have scores closer to 1 and
with highly overlapping clusters closer to 0. Table 3 shows Silhouette Coefficient scores for
Word2Vec- and FastText-based petition vectors clustered via DBSCAN [19].

Table 3
Silhouette Coefficient scores

Model Silhouette Coefficient score
Word2Vec-based 0.468
FastText-based 0.004
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As mentioned before, to build vector space models for Kyiv city petitions we used a simple
averaging of word vectors of words present in the petition. In Fig. 2 you can see Word2Vec- and
FastText-based vector spaces after dimensionality reduction visualized.

Fig. 2. Word2Vec (left) and FastText (right) petition vectors U-MAP visualizations
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Fig. 3. Cluster of petitions about ecological situation (left) and water management (right) in Kyiv in
the Word2Vec petitions space

Both spaces exhibit clustered structure and have petitions of different semantics in different
parts of the space. Please, note that Word2Vec-based petition model has visibly more separated
clusters than FastText-based one. This is confirmed by the Silhouette Coefficient scores listed
previously, where Word2Vec based petition model had a much higher score which means the clusters
that are present in its vector space are denser, while in the FastText-based model they overlap a lot.

A closer look shows that these clusters are indeed semantically divided and several well-defined
groups of points exhibit similarity in the topics that they discuss. In the next section, we are going to
talk in which way the two built models differ.

5. Word2Vec-based model

Upon closer inspection, Word2Vec-based model has clearly visible clusters that share some semantic
meaning among them. You can see two examples of that on Fig. 3.

For more clarity on the insides of the model we provide a few queries and their similarities with
the closest petitions in the dataset in the Table 4. As you can see the query that concerns about the
ecological situation in Kyiv yields several petitions about poor waste processing and polluted lakes,
while a query about hot water supply mostly returns complaints about it to the Kyiv city council.
Overall, the quality of Word2Vec-based embedding is satisfactory for their future use for transfer
learning as features to sentiment analysis classifier or any other natural language problem.
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Table 4
Top 3 closest petitions in Word2Vec space with their cosine distance to queried phrases

Ecological condition of Kyiv in Darnytskyi There is no hot water supply
district
# Closest petition Cosine Closest petition Cosine
distance distance
1 |For many years, the ecological |0.69 In the Obolonsky area, on|0.841
situation in the Darnytskyi district of Dubrovytska streets 5, 7, 3
Kyiv and other districts of the city, there has been no hot water supply
respectively, is catastrophically for almost a month.
critical: an unbearable stench at There is no clear answer to the
night and in the morning as a result question of the residents of these
of poor activities of the waste houses "when will there be water"
processing plant "Energy"... from Kyivenerho and the district

housing and communal services
2 | it is forbidden to swim in 50 lakes | 0.651 Not the first year there are|0.835

and ponds, in particular Didorovsky complaints about the temperature
and Mishelovsky ponds ... in of the hot water supply. The only
Darnytskyi district, ... . Swimming way to add cold water to hot water
in these lakes is not recommended arises ...

due to unsatisfactory water samples.
The Pleso municipal enterprise has
banned beach holidays due to non-
compliance with sanitary norms:
according to the results of sanitary-
microbiological tests of water
samples.

I urge you to clean Lake Sunny in
Pozniaky and allow people to rest

safely.
3 | Apparently, everyone who lives in | 0.642 As heating and hot water services | 0.818

the Darnytskyi district of Kyiv has are provided by monopolists, a

the opportunity to "enjoy" the aroma lever of pressure on suppliers is

that "gives" us BORTNYTSKY needed to prevent significant
AERATION  STATION AND overstatement of tariffs. This
incinerator "ENERGY". But in means of influence will be the
addition to the unpleasant smell, ability to install individual heating
companies also pose a threat to the and water heating systems in any

health of EACH OF US ... multi-storey building.

6. FastText-based model

FastText-based model shows similar semantic properties to the Word2Vec based model, their
underlying core ideas are close after all. However, the overall number of visible clusters is reduced
and some of them are clearly clustered on syntactic level instead of desirable semantic level. You can
see this in Fig. 4, where (a) is a good semantic cluster, while (b) is similar only by having the same
boilerplate start.

In Table 5 we provide two examples of FastText-based model querying. The first query is just a
name of an avenue and the model could find semantically similar petitions that are mostly about its
renaming process or about the process of renaming other avenues. The second example shows that
the model can also find syntactically similar petitions.
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Fig. 4. Cluster of petitions about the renaming of different city objects (left) in Kyiv in the
FastText petitions space and example of suboptimal separation in the FastText petitions space

(right)
Table 5
Top 3 closest petitions in FastText space with their cosine distance to queried phrases
Moscow Avenue In order to ensure ...

# Closest petition Cosine Closest petition Cosine

distance distance

1 | In connection with the beginning of | 0.69 In order to ensure the effective 0.654
the process of renaming Vatutin implementation of the duties of the
Avenue to Roman Shukhevych crews of the Patrol Police of
Avenue, and Moscow Avenue to Ukraine in the city of Ukraine, the
Stepan Bandera Avenue - it would state of Ukraine to provide each of
be logical to rename the Moscow them with certified devices - laser
Bridge, which connects the two radars for measuring the speed of
avenues, to Troieschyna Bridge. TruCam

2 | The name of Moscow Avenue in 0.651 In order to ensure the effective 0.643
Obolonsky and Moscow districts of implementation by the crews of
Kyiv is not historical. It was given the Patrol Police of Ukraine of the
in 2003 as a friendly political city of Kyiv, the state of Ukraine, |
gesture of the then mayor of Kyiv propose to provide each of them
O. Omelchenko towards his with certified devices - Drager
Moscow colleague Yu. Luzhkov ... breathalyzers.

3 | The name "Pravda Avenue" 0.74 Please prohibit the movement of | 0.606
(Vinogradar) falls under the Law on heavy vehicles in the city during
Decommunization. In addition, the day, in order to reduce the
when renaming it to Pavel Sheremet destruction of asphalt pavement
Avenue, it will be symbolic that the and to improve the organization of
side of this avenue is Georgy traffic and its safety, improve the
Gongadze Avenue, also a deceased environmental condition and
Kyiv journalist. increase the capacity of the road

network of Kyiv

Overall, the quality of this model is less-suitable to be used in further semantically significant
tasks than Word2Vec-based one.
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7. Conclusion

In this paper, we proposed two methods of construction of vector space models of Kyiv city petitions,
namely Word2Vec- and FastText-based word vector averaging. The main insights are that it is
possible to build such vector spaces with limited data and that through our experiments Word2Vec-
based algorithm was preferred since it captured more semantic representations instead of syntactic
ones. This happened because, innately, FastText works on subword level and while it is useful for
getting vectors of unknown character sequences, the process of word vectors averaging does eliminate
this advantage, making it a liability. Quantitative results show that Word2Vec-based model is better
suited for further clustering and produces denser clusters than FastText-based one.

The suggested models can be used as a stepping stone in petition analysis pipelines. The vector
space models give every petition a numeric representation capturing its semantic meaning that, if
included in a classification framework, can help identify citizens’ attitudes toward certain events,
group and deduplicate petitions with the same intent, or predict if a certain petition is going to get
enough votes to pass.

Future work might include trying other aggregation functions to build petition-level vectors,
like term-frequency weighting. Other possible research directions include sentiment analysis and
automatic clustering of Kyiv city petitions based on built models.
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LOCAL FEATURE EXTRACTION IN IMAGES

The methods of the local feature point extraction are analyzed. The analysis shows that the most
effective detectors are based on the brightness gradient determination. They usually use the Harris angle
detector, which is complex in calculations. The algorithm complexity minimization contradicts both the
detector effectiveness and to the high dynamic range of the analyzed image. As a result, the high-speed
methods could not recognize the feature points in the heavy luminance conditions.

The modification of the high dynamic range (HDR) image compression algorithm based on the
Retinex method is proposed. It contains an adaptive filter, which preserves the image edges. The filter
is based on a set of feature detectors performing the Harris-Laplace transform which is much simpler
than the Harris angle detector. A prototype of the HDR video camera is designed which provides sharp
images. Its structure simplifies the design of the artificial intelligence engine, which is implemented in
FPGA of medium or large size.

Keywords: FPGA, feature extraction, HDR, pattern recognition, artificial intelligence.
1. Introduction

The local feature points play an important role in computer vision and pattern recognition, including
image matching, object recognition or clustering, image construction, object tracking, face
recognition, image registration. The need for rapid detection of the feature points is manifested in
applications of computer vision to obtain content-based image retrieval in robots and autonomous
driving [1].

Modern approaches to identifying the local feature points of the object provide taking into
account the scale, so the object can be recognized regardless of its apparent size. An object can also
be characterized by a set of feature points. This allows the system to recognize the object viewed
from a different angle and distance. Using the relative position of the points also provides to recognize
complex objects in conditions of noise and uneven lighting.

The definition of the feature points is usually performed in two stages. At the first stage, a point
is detected using the appropriate algorithm named the detector. At the second stage, the found feature
point information is encoded to the descriptor.

If the image moves, rotates, scales along two axes, and the detection result remains unchanged,
it means that the recognition of the points is stable, and the found points are feature points. Fig. 1
shows an example of finding a set of feature points which helps to recognize the object.

a)
Fig.1. Extracted feature points (a) and their use for the pattern recognition (b)
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The feature point descriptors should describe the key characteristics of the image with
repeatability, compactness, accuracy, and efficient representation, which are consistent and reliable
in terms of scaling, rotation, display, occlusion, and lighting [2]. In this article, the methods of the
local feature extraction are reviewed to select the best-fitted method for the pattern recognition in the
heavy lightness conditions.

2. Image feature detection methods

Algorithms or methods for detecting and constructing a feature descriptor are divided into six
categories:

— low-level detectors;

— methods based on the analysis of the brightness gradient;

— methods based on contrast analysis;

— methods based on the analysis of spatial frequency;

— learning-based methods;

— convolutional neural networks.

2.1 Low-level detectors

The low-level features are the features of the image that can be identified in it without any shape
information about the object. Such features can be detected by the threshold processing, the functions
sensitive to the edge, corner. The Laplace detector calculates the second-order derivative and where
the result intersects the zero level, there is the edge of the form.

The Sobel detectors are based on the first derivatives of the pixel /(x, ) to be considered in the
coordinates (x, y). The Canny detector uses the Gaussian filtration

L(x, y, 0) = G(x, y, 0) *I(x, y),

where G(x, y, o) is the Gauss kernel, ¢ is the filtering scale, and * is the convolution operator. Then,
the image with the highlighted edge features is calculated as
D(x, y, 0) = (G(x, y, ko)=G(x, y, 06)) * I(x, y) = L(x, y, ko) — L(x, y, ©). 1)

This filter is an approximation of the Laplace filter but is simpler in calculations. This advantage
is utilized in many complex detectors.

Because the derivative function is sensitive to noise, the rejection of weak results, median filter,
low-pass filter, and Gaussian filter are often used for the resulting improvement. And the limit of the
rejection is usually selected manually.

The comparison of edge detectors highlights their shortcomings: incomplete contours of the
closed figures, the need for selective thresholds, sensitivity to noise. In addition, the threshold should
be selected separately for regions with different local lighting [3].

The detector with phase congruence operates on the principle that at the edge point the
sinusoidal components of the signal obtained by the Fourier transform or wavelet transform have the
same phase. But this detector is also sensitive to noise and has low localization accuracy [4].

If the edge of an object is derived, then the angle and curvature detectors can find the feature
points in it. The curvature is defined as the rate of change of the direction of a flat curve that describes
a figure. But in all cases, finding a closed curve and its analytical description is a difficult task [5].

The degree of the curvature can be obtained by considering changes in brightness along with
alternate directions in the image. This is the basic idea of the Moravec angle detection operator. This
operator calculates the average change in image intensity when the analysis window is shifted in
several directions. That is, for a pixel /(x, y) which stays in the centrum of a window w(x,y) we have
a detector output, which is a measure of belonging to the line

Euw(x,y) =203, j) = l(ut+i, vH))>.

The shifts (u, v) are performed in four directions: (1,0), (0, —1), (0,1) and (—1,0). This equation
is an approximation of the brightness autocorrelation function in the (u,v) direction. If the pixel
belongs to a straight line, the value of E.(x, ) is small for the offset along the line and large for the
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offset perpendicular to the line. The disadvantage of the detector is that it takes into account only a
small set of possible directions [6].

This problem is solved in the Harris angle detector [7]. The autocorrelation of the luminance
gradient along the horizontal A(x, y), the vertical B(x, y), and the mutual correlation C(x, y) are
calculated. And the measure of belonging to the line in the direction (u, v) is calculated as

Ew(x,y) = A(x, y)u? + 2C(x, y)uv + B(x, y) V%
To normalize this function, it is rotated to the angle determined by the eigenvector (a, pB):
Fu (x, y) = a?u? +BH72.
According to the properties of (a, /), if the point (x, y) defines the boundary of a straight line,

then one value is large and the other is small. If a point defines a boundary with high curvature, both
values are large. Then, the curvature degree is defined as

c(x, y) = ap — k(o + B)*. )
This method is used in many methods described below for its effective detecting of the lines
and corners. However, it has rather high complexity and needs the floating point computations.

2.2 Methods based on the analysis of the brightness gradient

The brightness gradient is measured as the intensity of the derivative in some direction. Each
feature point is characterized by a set of such gradients in some of its neighborhoods. Therefore, many
methods are based on deriving these gradients as orientation histograms.

The most famous and effective method is the scale-invariant feature transform (SIFT) one [8].
The method is based on detecting the characteristic points based on the concept of the scale space,
ie., the relative position of the feature points should be preserved in images with different scales and
rotations. The scale space is most often determined by images, which are successively smoothed by
a Gaussian filter. A set of difference images is formed using the formula (1), and then, a pyramid of
images is formed at different scales o.

The SIFT method includes four stages. At the extremum detection stage, a pyramid of
difference-scale images is built. In these images, the local maxima/minima as centers of characteristic
points are looked for. The pixel found must be larger/smaller than the neighboring pixels in this layer
and in the adjacent layers of the pyramid as is shown in Fig.2.

Fig. 2. The pyramid of images at different scales ¢ and the feature point in it

At the stage of the key point localization, the unstable feature points are filtered out, ie., the
points of low contrast and those that are not angular or spots. The angles are detected by the Harris
detector (2).

At the orientation search stage, the circular histogram of luminance gradients around the found
point is constructed. The normalizing angle is determined, to which the local image around the center
(x, ¥) is returned. It is possible to find 2 or 3 alternative angles, then 2 or 3 descriptors are calculated
for this point.
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At the last stage, the feature point descriptor is calculated and coded. A set of orientation
histograms is created for the windows near the point (x, y) with 8 bins in each, resulting in a descriptor
vector of 128 elements.

The SIFT method is the most reliable of many methods for determining the characteristic points,
but also the most complex one. A large number of similar but much simpler methods have been
developed, which are based on it and mentioned below.

The method of the speeded-up robust features (SURF), in contrast to SIFT, uses simple
(coefficients only 0, £1, £2), but effective Gaussian filters that calculate edge detection (1) at different
scales. But the large-scale images are not decimated. The central pixel (x, y) of the characteristic point
is found as the maximum of the determinant of the Hess matrix. The elements of this 2-2 matrix are
the responses of various edge filters with the Haar wavelets. Due to the simplicity of calculating the
filters, a high speed of finding the feature points is provided. Although the number of detected points
is less than in the SIFT method [9].

The method of the speeded-up robust features (SURF) for the formation of these features uses
Haar-like filters that are easy to calculate. But the method does not use the normalization, as in SIFT,
which creates the incorrect descriptors [9].

The descriptive expressive robust features (DERF) method uses a model with the spatial
distribution of pixels and their processing, which simulates the properties of the ganglion cells and
the retina of primates [10].

The algorithm for constructing the SIFT descriptor, which is invariant to affine transformations
(ASIFT), is an improvement of the original SIFT algorithm due to its complexity. To simplify the
algorithm, it combines the best parts of the SURF and SIFT algorithms [11].

In the DAISY method, eight orientation maps Go(x, y) are calculated, one for each quantized
direction, where Go(x, y) is equal to the value of the positive image gradient in the pixel /(x, y) for
the direction o. Then, the orientation maps are formed with different scales by filtering with Gaussian
filters of different sizes as in the SIFT method. This improves speed and reliability, as well as
insensitivity to affine transformation and brightness changes. In this case, the convolution with a large
Gaussian core is simplified by building a pyramid of images. The feature point is described as a
combination of normalized vectors with a large amplitude of all scales. [12].

The BOLD algorithm first finds the line segments, then generates geometric primitives as the
angle between pairs of adjacent segments. The set of such primitives provide the consistency of the
method in terms of rotation, mapping, scale, and noise with high informativeness [13].

2.3 Methods based on the contrast analysis

The methods based on the contrast analysis are applied to compare the intensities of pixels
sampled at the different locations.

The features from the accelerated segment test (FAST) approach [14] are based on simple tests
of 16 points around a pixel with x, y coordinates. The points are located along the circle, and if the
brightness of the pixels in a particular pattern of points exceeds the brightness of /(x, ), the pixel is
denoted as a feature point. The method is quite fast. But the dependence on the threshold and not
taking into account the orientation reduces its reliability. Machine learning is used to improve it.

The binary robust invariant scalable keypoints (BRISK) method uses the AGAST angle
detector [15], which is an accelerated version of the FAST detector. The detector is implemented as
a logical decision tree with a root corresponding to the central pixel /(x, y) and branches leading to
the vertices of adjacent pixels. For scale invariance, a pyramid of images with different scales
obtained by the Gaussian blur is used. The symmetrical patterns with sampling points in concentric
circles are used to describe the features. Then, up to 512 comparisons of pixels that are spaced from
the center pixel are made. For each such comparison, the difference of the vectors leading to these
pixels is calculated. These vectors are then averaged to find the dominant direction of the gradient,
local gradients which represent some shape inside the analyzed window. Finally, this template is
scaled and rotated. BRISK requires much more computation and more memory [16].

In the method of rapid determination of the feature points on the properties of the retina (Fast
Retina Keypoint, FREAK) [17], an analogy with the work of the retina in the human visual system
was used. The image is smoothed using a Gaussian filter. A window with near and far fields is created
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for the point under consideration. The binary descriptor is formed as a set of thresholds of differences
in brightness of field pairs. Among the many options for comparing fields, the authors selected 512
of the most effective, which are used to build a descriptor. These pairs provide a highly structured
pattern that mimics the jumping search of human eyes when looking at an object. The orientation of
the feature point is calculated using local gradients among the selected pairs. As a result, the method
decreases the computing time by two degrees of magnitude comparing to SIFT.

A similar approach, which is based on a set of binary robust independent elementary features
(BRIEF), uses a brightness comparison detector and has a high speed [18].

2.4 Methods based on the analysis of the spatial frequency

At the two-dimensional transformation of space where the feature point is presented, it is
possible to receive its orthogonal parameters. The Fourier descriptor is a set of two-dimensional
Fourier transform coefficients of a shape region. The generalized Fourier descriptor (GFD) is
obtained by pre-normalizing the image and converting it into polar coordinates [19]. GFD is invariant
to rotation, scale, and mapping. This is because the Fourier coefficients are intrinsic functions that
are invariant to the offset, which reflect the details of the feature point with different scales. But they
have no information about its spatial position.

The wavelet transform is the result of decomposing an object into a pyramid of images with
different scales and low-frequency and high-frequency components [20]. This pyramid has several
necessary functions, such as simple computation, representation with different scales, constancy,
spatial localization and stability, the ability to reproduce the image. The disadvantage is the sensitivity
to shifting, to rotation, the lack of phase information. A survey on shape correspondence in computer
vision, pattern recognition is represented in [21].

Thus, the descriptor using the spatial frequencies represents the figure of the feature point as a
whole, however, without specifying its structural features. The required accuracy of the representation
is achieved by choosing the number of conversion factors, which can be quite large.

2.5 Learning-based methods

The concept of the feature point is really not clear. To select the effective feature things in the
image around the point under consideration, different learning-based methods are used effectively.

The supervised learning of low-dimensional feature descriptors is proposed in [22], which is
applied for boosting to obtain a non-linear mapping of the input to a high-dimensional feature space.
In the work [23] a learning local feature descriptor as a convex optimization problem by applying the
sparsity is suggested. The proposed method can decrease the dimensionality as well as improve the
descriptor effectiveness by applying the Mahalanobis norm regularization.

An evolutionary learning method is used to automatically generate the domain adaptive feature
descriptor [24]. Here, the multi-objective genetic programming is applied to evolve the robust feature
trees for the domain specific images with the fitness criterion taking into account the classification
error rate and tree complexity.

The learning is usually used as a part of the feature extraction method. The oriented FAST and
rotated BRIEF (ORB) detector detects the feature points based on the FAST algorithm. Then, a
pyramid of images at different scales is created. A 9-9 window is analyzed around the feature point.
Its center and orientation are calculated using the first-order moments, which are measures of some
shape. The learning method is then used to increase the independence of the descriptor elements with
respect to rotation. The execution of the ORB algorithm is an order of magnitude faster than the SIFT
algorithm with almost the same recognition efficiency [25].

The learning-based methods don’t need manually labeled features of a point and therefore, they
are more flexible than the conventional handcrafted features described above. Moreover, the trained
deep learning network can select the features which capture effectively the complex morphological
patterns in the image [26]. But the deep learning can only provide a limited amount of data about the
feature points which are not normed and are hard to be used in the feature point descriptors.

2.6 Convolutional neural networks

The main functions of computer vision are the detection, localization, and classification of
characteristic points, which can be achieved in convolutional neural networks. The Overfeat method
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proposes to use a multi-scale approach with adjustable windows in the convolutional neural network
(CNN) [27]. In this case, the search for the feature points, ie., low-level recognition operators are
performed in the first convolutional layers.

The CNN models by themselves are used for feature extraction in tools like VGGNet [28],
GoogleNet [29]. They are viewed as a set of non-linear functions which are composed of a number
of layers including convolution, pooling, non-linearity [30].

The calculation of the feature point search operators allows the neural work to significantly
improve the image before its processing in its middle and end layers. The research in [31] offers a
method of cleaning the image from noise to improve deep learning. A similar goal was achieved in
[32], in which the CNN network was modified.

One of the advantages of the traditional image recognition methods is that the user can easily
find evidence of how and why the methods work successfully. In CNN, this is a difficult task, because
it is impossible to reasonably answer the question: what exactly has the system learned? This can be
critical in some areas, such as financial, medicine image analysis, military and security systems. For
reliable evidence, it is necessary to know the probable error of assessing the significance of any result.
The models of CNN and machine learning are usually used as a black box, ie., they do not provide
information about what exactly makes them come to their predictions [33].

2.7 Image feature detection methods comparison

The feature detector effectiveness can be tested and compared objectively only in the pattern
recognition system when the proper descriptor is composed of the detector results. The descriptor is
often evaluated by two tests: image matching and homography evaluation.

The image matching test is performed as follows [34]. The image collection has groups of
images in each of them a reference image is and several images are distorted by scale, rotation, noise
with increasing distortion (cut-off level). For all images in the collection, all descriptors are searched
and calculated, which are entered into the database together with their coordinates in the image. Upon
receipt of the image for recognition, the descriptors are calculated for it, and for them there are
descriptors with the closest match in the database. If the distance between such descriptors is less
than the threshold, then a match is recorded.

For image collections, a classification is made according to the number of matches and accuracy
(average distance between descriptors). And for each algorithm of calculation of the descriptor the
threshold of distance is chosen. The distance is calculated as the Euclidean distance for non-binary
descriptors and as the Hamming distance for binary descriptors.

The test of the homography estimation is to calculate the coincidence of features between two
images, followed by the calculation of homography. In fact, homography is the mapping of image
points into a similar image, but after an affine transformation (rotation, change of perspective, etc.).

The nearest neighbor search algorithm is used to find a match to find the best match in the
second image for each feature in the first image. When searching for the nearest neighbor, the Lowe
rule [35] is often used, according to which the match is fixed only if the ratio of the distances from
the nearest to the second nearest descriptor is less than 0.8.

So, the feature point detector is better if it provides the highest number of the feature points
found in the testing image by the first method or the number of point pairs in two similar images by
the second method.

The accuracy of matching is determined for the database of the image collection. The images
in it are grouped by k < 5 or more images of one scene but at different scales, angles, and noise levels
with the increasing inability to recognize, ie., with different ranks (cut-off). Then, the accuracy is
calculated as

P@k = Error! .
The frequency of the image recognition (recall) is calculated as
R@k = Error! .
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The accuracy-frequency curves are constructed for different feature detectors. The accuracy-
frequency curve of recognition tends to decrease from left to right, ie., with increasing of the cut-off
rank. The method for which the curve remains higher is considered the best [36].

Due to these curves, the methods SURF, SIFT, ORB, and BRIEF have approximately equal
recognition effectiveness. But the method BRIEF has the minimum complexity among them which
is in two orders of magnitude less than one of SURF and SIFT [36].

The mentioned above methods analysis shows the following conclusions.

To find the feature points the whole image is scanned sequentially by the feature point detector.
In many cases, the traversing is performed in many layers of the pyramid of the images with different
scales. To minimize the operation number, both the pyramid forming and the second-order derivative
approximation are calculated using the Gauss filtering.

The most effective detectors are based on the analysis of the brightness gradient. They provide
the scale-, mapping-, and rotation-invariant detecting. They use the Harris angle detector frequently,
which is complex in calculations but it finds the corners and estimates their parameters effectively.
Therefore, these detectors are usually performed in software using the floating point calculations
intensively.

To minimize the feature extraction, and further pattern recognition complexity, the amount of
data generated by the detector is minimized preserving the information about the feature point. The
methods are mostly different in the approaches which select this information. In most detectors, the
luminance gradient histograms are calculated taking the informative results. The evolutionary
algorithms in the learning-based methods are used for this purpose to select the effective patterns
around the point centrum.

The algorithm complexity minimization contradicts both the detector effectiveness and to the
high dynamic range (HDR) of the analyzed image. Therefore, the frequent methods could not
recognize the feature points in the heavy luminance conditions.

3. Method for the HDR feature point detection

The HDR image pixels are distinguished in large bit width which is much higher than the eight-bit
pixels of the images used in the detectors mentioned above. Such an image is effectively used in the
security, military systems because it perceives the information in the difficult luminance conditions.
But with the HDR image processing, the problem of the dynamic range compression of the signal has
to be solved to preserve the loss of the readability of the image both in illuminated and in darkened
areas.

3.1 HDR adaptive filtering

The problem of the HDR image compression is solved using the theoretical Retinex model of
the scene lighting. Then, the pixel brightness is a product

I(x, y) = L(x, y)-R(x, y),

where L(x, y) is the illumination, and R(x,y) is the reflected brightness of the object [37]. According
to the Retinex approach, the image /(x, y) is decomposed to the components L(x, ), and R(x, y). Then,
the component L(x, y) is processed with the dynamic range compression, and the contrast is improved
in the component R(x,y). These components are multiplied to obtain the resulting compressed image
I'(x,y). The brightness component is extracted using the function F(/), which determines the
illumination, so that

L(x,y) = F(); R(x,y) = I(x,y) / F(]),
L’(x,y) = L(x,y)); R'(x,y) = R(x,y)); (3)
I'(x,y) =L’(x,y)R(x,y).

Here, the compression function (y) behaves as a logarithmical function, and the contrast
improvement function y) amplifies the signal near the level of 1.0. The illumination function F(/) is
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a smart low-pass filter (LPF) that prevents the artifacts, appearing in the resulting image, preserving
the edges in it. The bilateral filter is often used as the function F(/) [38].

The bilateral filter is hard in computations. Therefore, the adaptive filter is proposed, which
preserves the edges almost as well as the bilateral filter, but it is much simpler in the hardware
implementation. Thanks to this, the processing of the HDR image is simplified and accelerated.

The adaptive filter structure, which preserves the edges of the image, is shown in Fig. 3. Such
a filter consists of an image analyzer and an adjustable two-dimensional LPF. The idea of the Harris-
Laplace detector [39] is used in the image analyzer. Such a detector is much easier to be implemented
than detector (2) is and can be calculated using the fixed point computations. Its output signal is the
eigenvector of the autocorrelation matrix of the neighborhood of the pixel under processing. There

are five detectors W, W-_, W,, W\, W+, which are sensitive to the vertical, horizontal, inclined edges,

or blobs in the image, respectively, and one LPF Wipr, which estimates the local brightness of the
image.

The output of such a detector is the signal in the logarithmic scale. The analyzer decision unit
selects the maximum signal of the detectors and outputs it accompanying the detector number. The
logarithm of the local brightness is subtracted from it providing the normalized signal D(x, y) in the
high dynamic range. Fig. 4,a illustrates the results of the image analyzer for the image of the character
R. The color of a pixel in it means the detector number.

](x). Image analyzer Woor _Iix)
| W P log f
g il " ROMK
| W/ | log —Pp Max

—P
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Fig. 3. Adaptive filter structure

The LPF filter contains a table ROMK of the filter kernels, which are distinguished depending
on the local image type, i.e., if it is vertical, horizontal, inclined edge, and on its strength. The output
signal of the image analyzer selects the proper kernel in the table for every pixel in the image. As a
result, the image is filtered, providing the sharp edges in any luminance conditions. The resulting
adaptive filter computes the illumination function F(/) and is less complex than the bilateral filter.
The work [40] describes this filter hardware implementation in detail.

3.2 Feature point extraction

To search for the feature points in the image, two additional computational steps are added to
the adaptive HDR filter described above. The first one is the noise filtering step. Because of the
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logarithmical scale of the image D(x, y), the usual linear filtering methods are not fitted. In this
situation, the maximum homogeneity neighbor (MHN) filter is used [41]. The MHN filter is
simplified here because the pixels D(x, y) have the small bit width and are distinguished in five
different colors, as in Fig. 4. The pixel D(x, y) is smoothed in the filter if a stencil is found, which
covers the pixels of the same color. Otherwise, this pixel gets the background color. The filtered
image is shown in Fig. 4, b.

In the second step, the feature points are found. These points are blobs, corners in the edges,
corners in the lines, intersections of the lines and edges. The examples of them are shown in Fig 5.
These feature points are searched using the MHN method too. But the spatial stencils are adapted to
the considered feature. For example, if the corner is considered, it has the proper angle and direction
in the space which are coded by the colors. The selected feature point has the coordinates (x, y) of the
respective feature filter with the maximum output magnitude in the considered image locality. For
such behavior, this detector is rather similar to one in the FAST and BRISC methods.

a) b)
Fig.4. The output of the adaptive filter (a) and after the noise filtering (b)

Fig.5. Examples of the feature point localizations

To do the scalable feature point searching, the derived logarithmic image has to be decimated
many times. Such a decimation is performed using the MHN method except that it is performed to
each even pixel. By this process, the feature point coordinates coincide with each other in the images
with different scales.

The next step of the feature point descriptor forming consists in calculating the distribution
diagrams as it is shown in [42].
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3.3. Experimental results and future work

At present, the artificial intelligence engine is under development, which is implemented in
FPGA of medium or large size. The input data is an HDR video camera data flow. To process the
image with the HDR compression, the video camera was designed on the base of the Lattice HDR-
60 board, which utilizes ECP3-70 FPGA. As a video sensor, the Aptina MTIMO024 chip is used,
which produces the 720-1280 HDR image stream at a rate of 60 frames per second with a dynamic
range of 120 dB.

The colored image channel is split into the brightness and color channels. The brightness signal
with the 20-bit pixels is compressed to 8-bit pixels due to the equations (3). Then, the colored image
is restored using the color channel. The image analyzer filters (Fig. 3) are implemented as the
pipelined multiplier-free adder networks. These networks provide both high-speed computations for
the multi-bit data and small hardware volume comparing to the network of the hardware multipliers.
The functions (y) and y) in (3) are implemented using the piecewise linear interpolation.

Fig. 6 illustrates the scene image with the heavy luminance conditions which is compressed by
the video camera and the respective image for the feature extracton. It shows that the feature points
can be selected robustly in such strong conditions.

Fig.6. HDR compressed image and results of its processing by the analyzer

This system was probed to analyze the blood image which was taken from the repository of the
information on the biochemicals and cells in blood and body fluids [43]. Fig. 7 illustrates the results
of the use of the developed system. Its analysis shows that the system can reliably select the cells and
represent its features, which helps to recognize and make classification of the unnormal cells. Such
cells have a set of feature points representing the angles which form a ring.

Fig.7. Initial image and results of its processing by the analyzer
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The future work consists of development of the pattern recognition system. The pattern
recognition process has two distinguished stages. In the first stage, the image is transformed into a
pyramid of feature frames. For this process, an adaptive filter is used as in Fig. 3, which both
compresses the pixel dynamic range and preserves the edges of the image. But for the noise filtering,
and for the frame pyramid forming the MHN filter is used.

In the second stage, the feature points are found. These points are blobs, corners in the edges,
corners in the lines, intersections of the lines, and edges. These feature points are searched using the
MHN method as well. Then, the feature descriptors are formed as like as in the SIFT method.

At the period of learning, the computed feature descriptors are stored in the database, and at the
working period, the found feature descriptors are compared to ones in the database.

To design the pipelined datapath in a short time, a framework is designed which helps to
compile the data path algorithm representation into the FPGA hardware described in VHDL. The
algorithm can be represented in the TensorFlow language as well.

4. Conclusions

A set of different methods of feature point extraction is analyzed. This analysis shows that the most
effective detectors are based on the analysis of the brightness gradient. They usually use the Harris
angle detector, which is complex in calculations. The algorithm complexity minimization contradicts
both the detector effectiveness and the high dynamic range of the analyzed image. Therefore, the
high-peed methods could not recognize the feature points in the heavy luminance conditions.

The modification of the HDR image compression algorithm based on the Retinex method is
proposed. It contains an adaptive filter, which preserves the image edges. The filter is based on a set
of feature detectors performing the Harris-Laplace transform which is much simpler than the Harris
angle detector. Such a filter reduces the compression complexity. A prototype of the HDR video
camera is designed which provides sharp images both in illuminated and in darkened areas of the
scene. The resulting signal of this camera simplifies the design of the pattern recognition system. The
next step will be the design of the artificial intelligence engine, which is implemented in FPGA of
medium or large size.
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GIF IMAGE HARDWARE COMPRESSORS

Increasing requirements for data transfer and storage is one of the crucial questions now. There are
several ways of high-speed data transmission, but they meet limited requirements applied to their
narrowly focused specific target. The data compression approach gives the solution to the problems of
high-speed transfer and low-volume data storage. This paper is devoted to the compression of GIF
images, using a modified LZW algorithm with a tree-based dictionary. It has led to a decrease in lookup
time and an increase in the speed of data compression, and in turn, allows developing the method of
constructing a hardware compression accelerator during the future research.

Keywords: FPGA, GIF, lossless compression, image compression, dictionary, hardware acceleration
1. Introduction

Nowadays, the problem of data transferring optimization is becoming one of the most significant.
Whereas the size of data increases, there should be a way to transfer it with the highest speed. A
solution to this problem depends on the branch of its application. There is a list of the solutions shown
in Fig. 1.
One of them is the parallel busses. They are used mostly for:
— Peripheral connections to the computer motherboard (e.g. PCI express bus for connection
of GPU module);
— System on chip interconnection busses (e.g. Avalon interface for connection of Intel FPGA
modules);
— Standardized system busses for microcontrollers (e.g. AHP APB busses of ARM ® Cortex
® processors).
Another approach is the high-speed serial interfaces. An application of it can be found in:
Network interfaces;
The connections between modules on a single board;
Data transmission for high-speed ADC modules;

Low-voltage differential signaling [14, 15].

Despite the different areas of application, these solutions have a set of common problems. The
first one is that they are used only for data transmission. As a result, they cannot solve the problem
of data storage, which is also important. The next one is a narrowly focused area of application. It
means that each solution has a specific target, which is non-scalable to another one.

It is well known, that the use of the data compression can be found in more branches than for
the high-speed data transfer. In addition, a combination of high-speed interfaces and data compression
is a good practice. For example, in the latest versions of the HDMI interface, the highest data rates
are possible only using the Display Stream Compression mode [12, 13].

The data compression is used not only for data transfers but also for storage. Therefore,
developing an efficient approach of data compression solves not only the transmission problem but
also the storage. It does not matter if it is big data storage or just a memory block to keep the buffered
image. Decreasing the size of a single file optimizes both cases.

The main point is that usage of the different formats can modify the entire image corresponding
to the specific algorithm. In most cases, it is a compression method algorithm. The main difference
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between all compression methods is that if it is lossless or not. The term of the “information loss”
means that some compression methods cannot guarantee exactly the same image after its
decompression. It will definitely differ from the original image. However, in some cases, a human
eye cannot notice the difference between the source and decompressed image, and using the method
with losses is acceptable. Mostly they are used for multimedia, where little distortion after
decompression is insufficient. In addition, there are other features of compression methods, e.g.
dictionary or run-length compression, compression ratio, compression speed [7], etc.

Ways of large-volume data
transmission

Fig. 1. Data transmission solutions

The main point is that usage of the different formats can modify the entire image corresponding
to the specific algorithm. In most cases, it is a compression method algorithm. The main difference
between all compression methods is that if it is lossless or not. The term of the “information loss”
means that some compression methods cannot guarantee exactly the same image after its
decompression. It will definitely differ from the original image. However, in some cases, a human
eye cannot notice the difference between the source and decompressed image, and using the method
with losses is acceptable. Mostly they are used for multimedia, where little distortion after
decompression is insufficient. In addition, there are other features of compression methods, e.g.
dictionary or run-length compression, compression ratio, compression speed [7], etc.

Nevertheless, the lossless compression is obligatory for the original photo, medical image, or
document image storage. For this purposes the compression programms are usually used. But the
hardware compressor could both speed-up the compression, decrease the energy consumption, and
probably, decrease the stored file volume.

This article considers the questions of the lossless compression algorithm selection and its
hardware implementation issues.

2. Selection of a compression method

There are some points about the selection of the compression method. In general, all the lossless
compression methods are divided into:

— Run-Length Encoding;

— Statistical Methods;

— Dictionary methods.
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All of these classifications find their implementations in software, but the question of their
hardware implementation remains actual. In the comparative table of the compression methods in [1]
it was mentioned that the run-length encoding methods do not give a good compression ratio,
therefore, they are omitted, despite their losslessness. Only two variants are left to choose from: the
statistical method or the dictionary method. The general scheme of a compression method consists of
two parts: the model and the coder. The model finds the redundancy in the input data and sends it to
the coder, which replaces the repetitive fragments with the corresponding codes. But there is a
difference between statistical and dictionary methods, so the short overview should be provided to
clear the details.

2.1 Statistical methods

There is a clean separation onto model and coder parts. The statistical model assigns the values
to the events (some data fragment found) depending on the probability of their appearance in the input
data sequence. The more frequency of the event occurrence the more the value. The main problem of
a hardware implementation of a statistical method is that they are mostly based on the Markov
stochastic modeling. In the paper [4] it was mentioned that the compression ratio of the statistical
methods is limited by the usage of the multi-symbol alphabet zeroth-order modeling. On the other
hand, the speed of the compression is limited by the use of the binary alphabets in the high-order
modeling. The author’s explanation of it is in that the data in the binary symbol alphabet, only a few
bits are processed in each cycle. Finally, the paper [4] represents the next features of the hardware
implementation:

— Hardware complexity of the zeroth-order modeling and not impressive productivity results.

— High-order modeling does not give good performance characteristics. They are not comparable
with the results of the dictionary methods.

— Tree-based implementations using Huffman coding showed better results but the problem
remains of adaptation to the difference in input image sequence. In addition, the best
performance was achieved only using the content-addressed memory. And the best-mentioned
compression ratio of 0.5 is also not impressive.

2.2 Dictionary methods

In contradiction to the statistical methods, the dictionary methods provide compression using a
special dictionary which is pre-determined, or filled during the input data processing. Such a
technique does not use a statistical model or variable-sized codes. Each subsequence of bits from the
input data stream is represented as a token, or a record, in a compression dictionary.

Depending on the method, the dictionary may be static or dynamic. The static one is filled
before the compression process is started and the repeated blocks of data are replaced only in case
when they are available in the pre-determined dictionary. The dynamic dictionary is adaptive and is
partially filled at the step of initialization and then appended with the new records during the data
processing.

When the dictionary is set up, the compression of input data is performed in a way of replacing
the repeated portions of bits, strictly according to the dictionary table. In addition, such compressors
are not narrowly focused on target data format, and may be used for general purposes. They can
compress the audio data as well as text, what makes them popular.

In a case of implementation of a compressor with a wide application spectrum, the dynamic
dictionary is more suitable than the static one [7]. Furthermore, in accordance to the principle of the
data processing, there is an assumption that the dictionary compressing methods are more suitable for
the hardware implementation.

The paper [4] also supports the hypothesis that dictionary compression methods are better to be
implemented in hardware then the statistical methods. First of all, they are due to achieving good
throughput and the competitive compression ratio. In addition, these methods are good for
compression of non-streaming data, what widens its area of application. So, to clear up the benefits
of using the dictionary compression methods for hardware implementation some examples should be
provided.
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All four software and hardware examples, described in [4] use the derivatives methods from
the Lempel-Ziv-1 (LZ1) algorithm. As a first example an ALDC algorithm was represented which is
implemented in a 0.8-um CMOS technology and clocked at 40 MHz obtaining a throughput of 320
Mb/s. This algorithm was developed by IBM which is used in utilities like Pkzip and ARJ. The
implementation of AHA coprocessor gives a performance of the same 320 Mb/s with the 40MHz
clock frequency but in the 0.5-um CMOS technology.

The next example is the STAC/Hifn device, representing the LZS algorithm. It was
implemented in a 0.35-pm CMOS technology, was clocked at 80 MHz and showed a throughput of
640 Mb/s. This device consists of a full-duplex architecture meaning that it can compress and
decompress the data simultaneously. Both of these chips use the CAM memory to store the dictionary
and enable the parallel searching and adaptation.

Another example of the hardware implementation of a dictionary-based method is a PE-based
processing element architecture for LZ1 algorithm. With the constant data input rate the post-layout
simulation showed a performance of 700Mb/s in the 0.5-um CMOS technology. However, this
implementation is applicable only for compressing the ASCII coded models due to the 7-bit basic
symbol width.

In comparison to the dictionary methods, the statistical methods showed worse performance
characteristics. The same paper [4] describes an example of a chip representing a tenth-order Markov
model with the associated binary arithmetic coder, which is implemented in a 0.8 pm CMOS
technology and is clocked at 25 MHz. Its compression ratio is in the order of 0.5, while the speed is
data dependent but typically is around not impressing 3Mbit/s.

The examples with the Huffman coding technology showed better performance, but worse than
LZ1-based ones did. The first one showed 95.2 Mb/s for compression and 60.6 Mb/s for
decompression in a 2-um SCMOS technology with a clocking frequency of 83.3MHz. To achieve
this result a CAM memory modules were used to speed up the tree adaptation process.

3. LZW compression method

The goal of the current research is to find a way to improve the existing GIF [5] image format. The
main benefit of using GIF is that the image compression is provided using LZW [8] dictionary lossless
compression method. In some cases, it is necessary to keep the image as it was before the
compression. For example, the image of schematics with small notations or values. In addition, a GIF
file can be represented as an animation, due to the compressed sequence of image frames inside a file
[5]. Different solutions can be found to improve the existing GIF image format. Generally, they can
be divided into the optimization of the color table and improving the LZW compression method. Our
research is about the modification of the LZW compression method.

Some research has addressed the problem of its hardware implementation. The authors of the
paper [9] propose an FPGA-based implementation of the LZW algorithm. The main architectural
feature of this FPGA implementation is an FPGA-suitable hash table that consists of buckets each of
which is composed of 8§ entities. Each entity stores a 12-bit pointer, 8-bit character, and 12-bit back
pointer. The data table is divided into 8 parts what facilitates the reading of 8 values at one time.
Having a back pointer in a record makes easier the search of included values without checking eight
entities in the bucket one by one. Also, there is a 4-bit value in the bucket record which can easily
determine if the element is already stored. For this hash table was used three operations: initialization,
search, and adding.

As for the hardware aspects, in order to implement that hash table was used block RAMs,
configured in dual-port mode. The total amount is eighteen 18 Kb block RAMs. The final device was
implemented on a circuit with the Xilinx Virtex-7 FPGA. Implementation of 1 instance will take:

— 104 (0.02% of available on FPGA) Slice registers;

— 346 (0.11%) Slice LUTs;

— 18 (0.87%) 18K block RAMs;

— The clock frequency is 179.99 MHz.

The experimental results showed not a big difference with sequential LZW compression on the
Intel Core 17-4790 with a 3.6 GHz clock frequency. If the test image has more common regions the
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sequential implementation is even faster. Testing one image the FPGA speed-up factor was 0.34:1
over the CPU. But if we take a look at the percentage of used hardware components, only a small part
of them were actually active. If the implementation consisted of 24 circuits, the hardware parameters
are the next:

— 3120 (0.51%) Slice registers;

— 7782 (2.56%) Slice LUTs;

— 432 (20.97%) 18K block RAMs;

— The clock frequency is 163.35 MHz.

However, the maximum clock frequency decreases with the growth of instances the results
showed that such a solution gives a speed factor up to 23.51 over the sequential implementation on
the CPU [9].

There is another study [3], proposing to use the custom compression method that implements a
bit plane slicing and adaptive Huffman encoding for the LZW dictionary. This approach gives a result
of a higher compression ratio up by 2 times more than the original method. One more way [10] is to
improve the utilization of the dictionary by dividing it into sets. This allows decreasing the lookup
time and partially operating in a parallel way. Combining all of the recommended methods, the own
FPGA implementation can be designed. Hardware implementation can find its application in different
branches, e.g. space technologies [11].

To obtain an efficient implementation of a hardware compressor, the answers to 3 questions
should be found:

— What might be pipelined and parallelized and in what way?
— What processing stages depend on the results of the previous ones?
— What parts of the algorithm might be scalable?

4. Implementation aspects

The proposed method of the hardware compressor implementation includes both hardware and
software parts. For today, several companies (e.g. Intel, Xilinx) have suggested a solution to such
implementation using the technology of the “System-on-Chip” (SoC). For example, Intel has a family
of FPGAs Cyclone® V SoC, which implements an FPGA and an ARM dual-core processor
ARMP Cortex®-A9 on a single chip. The communication between hardware and software subsystems
is performed using the hardware processor system IP Core, which allows interconnects FPGA
interfaces with the ARM processing core [16]. Fig. 2 represents the scheme, where can be seen the
connections between each part of the system. Other aspects of implementation give answers to 3
questions from the review section.

Firstly, the simplified structure of the GIF file shown in Fig. 3 should be analyzed. There are
many things, which can be modified to get higher performance, but in our case, it should be focused
on the fact that GIF format supports displaying a sequence of images as frames. Therefore, it should
be considered that pipelining and parallelization might be applied either to the image regions (after
dividing the image into regions) or to each image from the distributed sequence into each processing
branch if the sequence of frames is processed. For example, if 4 instances of a hardware accelerator
are available, each image on each processor for the frame sequence can be distributed. And, properly
to the sequence, the compressed frames are added to the result file.

Another point is that the LZW algorithm mostly consists of sequential processes. The first step
of the algorithm is to initialize the first 255 dictionary records with default values from 0 to 255. This
step cannot be parallelized for obvious reasons. To decrease the lookup time of occasion search, the
modified tree-based structure of the compression dictionary can be used. Each record of this
dictionary consists of the fields shown in table 1.

The address represents the actual offset in memory (RAM) to access the byte value from the
dictionary default values or the ancestors. It is similar to the pointer in the C programming language.
This field is necessary for getting access to the proper nodes.
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Table 1
Tree-based dictionary nodes

Nodes
Address 97 268 297
Value (-: «a») (97: «b») (266: «c»)

The Value is the combination of the ancestor's address and the default record. For example, if
we have the text string “ABC”, the node will have the next structure:

Address 297 is the newly assigned address of the node. 268 is the address of the ancestor, which
has the address 268 and the value 97: 268, where 97 is the address of its ancestor - default record “a”.

Another point is to choose the correct form of a tree structure. We decided to use the AVL [18]

structure because it is balanced, and the balancing process is performed on a step of adding a new

node.



GIF image hardware compressors 54
The scaling might be applied to different features. For example, service data of GIF file allow
configuration of such parameters:
— Number of bits per color;
— Amount of frames(images) per file;
— Image resolution.
However, the main scaling parameter, in our case, is that an FPGA allows multiple instance
implementations. The scaling of this parameter is limited only to the amount of the FPGA
components.

5. Discussion

Summarizing the above study, the developed hardware compression unit does not show breakthrough
characteristics. However, during analyzing the FPGA resources that are actually used [16], it can be
seen that it has enough space to implement at least 20 instances of the hardware part of the
investigated compression unit. Moreover, it is not the highest-performance Intel FPGA, which can be
offered. The leading Intel FPGAs Stratix 10, which has many more resources than any Cyclone V
FPGA, allows increasing the performance characteristics by several times. Assuming the above, the
limitations of the software embodiments of the image compressors can be overcome.

Another benefit of an FPGA using is that a low-power consumption feature can be achieved
under changing of some parameters of the synthesis constraints files (*.ucf). Therefore, one of the
aspects of future research can also be dedicated to developing the image compression unit
embodiment which is optimized by the hardware volume and low-power consumption criteria.

6. Conclusions

This paper describes, in general, the scientific problem of data transmission, and what benefits data
compression gives, comparing to other solutions. To choose the correct way of further research, all
the factors were cleared up and given some proves about choice of compression method to implement.
The main benefit of using dictionary compression methods against statistical was the compression
speed. As a compression method to review, the LZW algorithm was chosen for several reasons. The
first one is that the LZW method performs data compression without losses. In addition, this
compression method is used in GIF files compression, so it seems that it is good for both data and
image compression.

To have an efficient implementation, some aspects were discussed: what parts of the algorithm
implementation should be parallelized and pipelined; what processing stages depend on the results of
the previous ones; what parameters might be scalable. To show a possible implementation as a final
device was shown the scheme with all the main processing units and interconnection between them.
It was described as a device, implemented using the technology of “System-on-Chip” which
represents a complex device of an FPGA with the ARM processor on a single chip. This technology
is widely used nowadays which makes it possible to use the ready-made drivers and solutions to
implement the compressor as a final device, so facilitate its development. In the discussion section,
the possible ways of the future research were presented.
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This paper is dedicated to development model of information system to automate educational process
based on the Faculty of Informatics and Computer Science at NTUU “Igor Sikorsky Kyiv Polytechnic
Institute”. Existing educational systems of different higher education institutions had been studied; main
realized functions of similar platforms were defined. As a result of research model, that enables insertion
of students, teachers and other university personnel data, storing personal data and information about
users’ scientific works, and also is able to be integrated into existing university information space, has
been obtained.
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1. Introduction

Information system of educational process automatization allows to solve one key issue of
informational technologies integration. We are suggesting simple and effective approach to building
powerful educational process automatization system, and also demonstrating practical usage aspect
in different educational process — that is the goal of this research paper.

Product examination includes forming base system structure, introducing new information
solutions, that will allow maximum automatization of documents insertion process performed by
teachers, will include effective feedback mechanism. will enable platform integration into modern
social networks and the Faculty of Informatics and Computer Science at NTUU “Igor Sikorsky Kyiv
Polytechnic Institute” information space — that lets simple and accessible connection between system
users.

2. References analysis and work perspective

It is hard to integrate modern technologies into different life aspects in the world full of developed
computer systems. In the area of education, it is very important to create automated user control
system with possibility of effective usage in educational, documentation preparations processes [10].
Informational technologies usage allows creation such a powerful system, that greatly simplifies
mechanism of educational process management in educational institutions [6]. Apart from that, mass
usage of similar systems enables more effective educational process of modern youth, that is greatly
digitalized, and also simplifies access to scientific works of many authors, which might unite
education and tuition into a single management process [16]. This might become a revolution in
modern education perception [12].

Let’s examine some examples of information educational management systems from different
universities around the globe.

Work [18] presents multiple educational platforms of Russian educational institutions. Some
examples of these systems are “Educational process quality management. Performance and
attendance accounting” of Samara State Technical University, “Electronic university” of Kazan
Federal University etc. Each of these systems realized only a part of base functionality, required for
university work organization within separate information space. Most notable among them are
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platform for accounting students’ attendance and performance, subjects lists and corresponding
curriculums formation, automatic time schedule generation based on tutors’ load [4, 7, §].

Among other examples of introducing information educational management systems are
multiple platforms developed in USA, e.g., information system from University of Colorado Boulder
named “MyCUinfo”. In comparison to Russian information systems, such platforms have very similar
students’ educational process management, but also has a list of additional functions that includes
finances management, personal library access etc [15].

3. Research goals and tasks

This paper has a goal of information system to provide faculty with means of educational process
automation architecture analysis and building. This also includes analysis and evaluation model of
current provisions on educational process in at NTUU “Igor Sikorsky Kyiv Polytechnic Institute” for
using it as a base for architecture creation.

Such a model requires according realization approach within some information system, that
will be available for each educational process party: students, tutors, educational institution structural
units etc. Another important factor is which software tools allow building a platform based on own
model. Examination of such structural components is a task of this paper.

4. Research data and methods

Building effective educational process automatization involves solving multiple important problems.
First of all, system should use modern information technology software tools to enable fast system
access for each user, and also will effectively solve simultaneous access of significant users count.
Secondly, this system should realize traditional information system creation model, which will serve
as a base for different components to function properly. Thirdly, system should follow existing
principles of educational process organization within specific educational institution.

Realization of this information system should take into consideration scalability issue, as users
and database records count growth might lead to general system performance regression. Among
other existing methods of computer systems scaling, the most suitable for current approach is
horizontal scaling. During building distributed model system, which might be easily parallelized
between different hardware units using containerization technologies and approach of creation
modules as different services, usage of such a technique will allow ease of scalability to support
growing users and requests count [2].

Accordingly, the central system component is relational database, which enables effective data
storage in tables, its view and modification in different parts of system through internal database
connections. PostgreSQL was the choice of a specific SQL-like database management system, which
is fast and powerful open-source solution with possibility to scale up or out as a result of an increase
in users or requests count. Main system software component, that also serves as connection to
database, is built using modern version of PHP programming language with application of Symfony
framework, that uses MVC pattern while preserving SOLID principles during development cycle.
Frontend interface of platform will be written in JavaScript, which is the most popular browser
programming language, with framework React, that has lost of pre-build forms and components to
use.

Apart from listed components realization, this platform will allow getting feedback between
systems users. For this purpose, the most popular social networks (e.g., Telegram, Facebook,
Linkedin etc) will be integrated. Also, it is important to note, that platform should have relations with
other university websites and information systems, and ideally these relations would be bidirectional.
Thus, such a product will allow new program complex integration into a indivisible information space
of faculty or even university in general.

As a result, system model is presented on fig. 1.
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Fig. 1. High-level system structure and relations with university information space
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5. Research results

Applying platform description from fig. 1 development of individual system components was
performed in accordance with general structure. Also, as a result of research, it is possible to define
practical usage of each separate component, that is a part of global platform.

According to platform description, four main components may be highlighted, that are main
parts of system. However, they are not the only ones allowed as system anticipates usage of additional
components that distinguish it among other similar products.

Connection between database and system users is performed through API (Application
Programming Interface). Its goal is to provide convenient access to information, that is stored in
database, and also to allow effective and simple management of it and additional system capabilities.

According to description, let’s define system sections as follows.

5.1. Structural section

Structural section of platform is responsible for building educational structure within university.
Presented entities enable university components hierarchy creation in accordance to principles of
educational process at NTUU “Igor Sikorsky Kyiv Polytechnic Institute” [17]. It is possible to design
and realize a base for university educational components using given entities.

Structural section organization model is illustrated on fig. 2.
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5.2. Administrative section

Administrative section of platform forms personnel structure, which is base unit working with
platform. This section describes base entity of Person, and key roles of system users — Student and
Tutor. Interaction of Person and different parts of platform is defined within connections of current
section entities.

Thus, we’re having administrative section organization model on fig. 3.
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Fig. 3. Administrative section of system

5.3. Educational-methodical section
This section of system is responsible mainly for curriculum realization. Main component of this
section is Curriculum (presented as Academic Plan), which is a base for planning subjects both for



61 Information, Computing and Intelligent systems Ne 2
Students and for Tutors. Another component is Group, which unites Students, Subjects and Grades
through Curriculum.

Educational-methodical section organization model is presented on fig. 4.

Educational-methodical section

Student Teacher Department Speciality Specialization
(administrative section) (administrative section) (structural section) (structural section)  (structural section)

l% Academic plan

Group ) > Department

| Prefix | Subject

- i Speciali

i Number i [ m— |‘-
Specializati e’

I T Description [ e |+

i -)[ Qualification |

Enrollment year

Study form

Study level e
[ peson : o |

Exam

Practice
Lab work Head of department |
Test
Additional

Attestation
—
g [ Creation date |
) T [ > Groups |
l l 4 {—J

Person Qualification Study form Study level
(administrative section) (structure section) (structure section) (structure section)

Approved on faculty |

Fig. 4. Educational-methodical section of system

5.4. Scientific section

Scientific section is responsible for scientific publications structure, and also for storing
students’ dissertations. Important component here is object storage, which performs uploading and
storing documents inside of the system. Due to the nature of these files, it is unadvisable to keep them
in traditional databases (both relational and NoSQL types) as it is relatively hard to effectively store
and retrieve them, while their usually bigger size would mean additional load to the main component
of the whole system. Apart from documents, other entities in this section include information of
scientometric indicators of university tutors with possibility to extend them.

Scientific section organization model is presented on fig. 5.

6. Conclusions

Using faculty educational process automatization information system “KPI-Connect” has a number
of advantages. First of all, described system implies dependent sequential structure Study direction —
Specialty — Specialization and practically connected Qualification. Such an organization allows
development of separate entity of Curriculum/Academic plan with possibility to develop automatic
generation algorithm in future. Secondly, each key system component provides a possibility to create
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and generated highly convoluted entities based on universal entity of Person, then assign specific role
to it, which will regulate available and visible information from user perspective. In virtue of this
personnel organization, it is possible to uniquely and independently control each Person’s educational
process. Thirdly, research involves designing and forming unified compound structure of Curriculum
(Academic plan) — it combines Student, Tutor, Subject and Grade through single data entity, that
creates fast and flexible connections between Tutor and Student: the first one is able to conveniently
store big amounts of educational process information, the latter is able to retrieve only relevant parts
of it.

Scientific section
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Fig. 5. Scientific section of system

Apart from that, obtained structure fully complies with principles of educational process
organization at NTUU “Igor Sikorsky Kyiv Polytechnic Institute”. As a result of that, such system
can complement educational process and help with its management. And finally, object storage
organization enables means to automate process of checking dissertations and scientific papers for
plagiarism and compliance with formal requirements with appropriate systems.
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MICROCONTROLLER FOR THE LOGIC TASKS

A new SM16 microcontroller architecture is proposed which is intended for the logic-intensive
applications in the field-programmable gate array (FPGA). The microcontroller has the stack
architecture which provides the implementation of the most of instructions for a single clock cycle. The
short but fast programs are derived due to the 16-bit instructions, which code up to three independent
operations, and intensive use of the threaded code style. The framework is developed which compiles
the program, simulates it, and translates to the ROM. The developed SM16 core with additional three-
stack blocks, hash-table, and instructions that accelerate the execution of parsing operations is used for
efficient XML-document processing and can be frequently reconfigured to the given document grammar
set. The parsing speed equals to one byte per 24 clock cycles.

Keywords: VHDL, XML, parser, FPGA, stack processor, grammar, FSM
1. Introduction

The evolution of the central processing unit (CPU) microarchitectures during decades was intended
for increasing the speed of the usual computations in different fields. For this purpose, the instruction
level parallelism is exploited in the directions of pipelining, superscalar computations, data and
instruction caching, branch prediction, dynamic scheduling, speculative calculations, etc. As a result,
a single processor could perform averagely up to two or more instructions per clock cycle with the
frequency of several gigahertzes. These achievements are got at the costs of increasing the hardware
volume by several decimal orders of magnitude and the power consumption up to dozens of Watts.
But at present, the processor improvements stopped, in general, due to the Moore’s law and the
Dennard scaling law limitations [1].

The next microarchitecture evolution is expected in the form of the architecture improvements
in the application specific fields. However, the RISC architecture will be likely prevalent one. One
of the successful approaches is based on the complex application-specific instructions implemented
in the field programmable gate array (FPGA) which stays near CPU [2].

The logic decision-intensive algorithms are implemented in the modern microprocessors
ineffectively. This is due to the fact of the frequent pipeline stalls when the branches are mispredicted
[1]. One of the solutions to this problem is to go back to the non-pipelined CPUs. When CPU has the
application-specific instruction set, it can have the minimized hardware volume. Hence, it has the
minimized clock period, and could implement a single instruction for a single clock cycle including
the logic branch instructions, and doing without pipelining. Such a CPU is considered in this work.

2. XML-Document Parsing. A Case Study

The Web service is based on the queries which are specific XML-documents. The essence of the
XML-filtering is to detect the XML-queries which satisfy the given set of grammars, which number
can achieve more than thousands. Parsing XML-queries results in a significant slowdown in the Web
service performance [3]. The experience of using XML in the databases shows that XML-parsing is
a major bottleneck in the productivity gains and can increase the transaction costs up to ten times and
more [4].

The grammar of a particular query type is expressed using XML-query languages such as XPath
[5]. In general, such a grammar is presented as a tuple G = (N, T, S, P). Here, N is a finite set of the

non-terminal symbols, 7 is a finite set of the terminal symbols, S € N is a set of initial symbols, P is
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a set of rules in the form X — ar, where X € N, a € T, and r is a regular expression over N. The rule

says that X originates the sub-trees with the root @, and children that satisfy the expression » [6].

A simple XML-parsing algorithm that validates the document in terms of a given regular tree
grammar is described in [6]. The algorithm is implemented in a stack finite state machine (FSM),
which has three stacks: P, Y, and S. Stack P stores the symbol sets from N. Stack Y stores the sets of
rules from P. Stack S stores the lists of symbol sets from N. The algorithm traverses the document
tree in-depth and triggers the event phrases of a document, which include the opening and closing
tags.

So, we can see that the XML-parsing algorithm is a set of FSMs, each of them represents a
single grammar. Such an algorithm must contain a lot of logic and comparing operations, and is
supported by such data structure like a stack.

The XML text filtering is a difficult problem because it has to support the real time processing
of wide streams of various XML-requests. Different methods and accelerators have been proposed to
improve this task. There are software accelerators, like an XML-filter (XFilter), which are built as
FSM implemented in software [7]. According to the LazyDFA method, weakly deterministic FSM is
dynamically constructed for the XML filtering [8].

FPGA is an efficient solution for the hardware filtering of XML-queries. FSM that is
constructed for a specific set of grammars is implemented in FPGA in [9]. The systems based on
stack FSM, which are compiled from the given grammars, are shown in [10—12]. But each exchange
of the grammar set affords the redesign of the whole project which lasts a lot of time.

An FSM skeleton is proposed in [13], which is capable of being reconfigured quickly without
the FPGA project redesigning. This FSM skeleton becomes a working FSM after loading the
transition conditions corresponding to a specific set of XML-requests. The disadvantages of these
approaches consist of the high hardware redundancy and limitations of the processed document class.

Comparing the mentioned approaches, the following conclusions are done. The hardware
systems have the highest performance, but they are designed for a limited number of XML-grammars
and their reconfiguration is long-lasting. The reconfigurable FSM-based hardware filtering systems
have excessive hardware costs and focus on a particular class of grammars. More flexible
architectures that can provide both the high throughput and the ability to quickly be reconfigured to
the arbitrary XML-grammar are required. And such architecture can be based on the microcontroller
adapted to the logic tasks.

3. Stack Processors for the Logic Algorithm Programming

The conclusions of the previous chapters show that the new processor architecture for the
implementation of the logic decision-intensive algorithms is of demand. Such architecture has to be
capable to implement effectively FSMs which perform large algorithm sets.

Usually, the microcontrollers do this task very well. In [14] the experience of FSM
programming in the ARM Cortex microcontroller architecture is shown. It is proven in it that the best
results are achieved in this RISC architecture when it has the minimized number of pipelined stages,
which is equal to two. By this condition, the delay of the logic branch is minimized up to two clock
cycles. Note that the number of stages in the RISC processors usually varies from three to five and
more.

The processors which are implemented in FPGA must be adapted to its properties. These
properties are the implementation of the logic functions in the look-up tables (LUTs), which input
number varies from four to eight and more, a sufficient number of available pipelining registers, RAM
blocks with the latent delay of two clock cycles. Besides, one has to take into account that the wire
delays in FPGA achieve the value of 40% — 90% of the critical path delay.

These factors decrease the working frequency of the FPGA processors in 3 — 10 times
comparing to the ASIC implementation of the same architecture. For example, the clone MIPSfpga
of the popular RISC architecture has the maximum clock frequency of 60 MHz, and the
microcontroller PIC32MZ with the same architecture has 200 MHz [15]. Note, that the processor
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with the similar architecture implemented in the advanced IC technology achieves the clock
frequency up to one or more gigahertz. The RISC microprocessor cores of the same bit width which
are adapted to the FPGA architecture like Xilinx Microblaze, Altera Nios, have much higher
maximum clock frequency which achieves the value of 300 MHz [16].

For the implementation of application-specific systems in FPGA, it is important to get the
configurable microcontrollers that have both minimized hardware volume and minimized length of
its firmware because the amount of the embedded RAM blocks have significantly limited volume.

The stack processor architecture is distinguished among all microprocessor architectures. In
this architecture, the registered RAM is substituted to the stack of registers, which communicates
both with ALU and the return stack. The essence of this architecture consists of the implicit
addressing of the working registers, direct implementation of the algorithms in
Polish postfix notation, wide use of very quick procedure calls. As a result, the instructions of this
architecture have a short length and can be implemented in a single clock cycle. Since these
instructions support algorithms that actively use the stack addressing and subroutines, the programs
that are composed for this processor occupy very small memory volume [17].

Many authors have developed several projects of stack processors, which are implemented in
FPGA and are available for reproduction [18 — 20]. All of them have 16-bit instructions and process
16-bit data. It is shown in [20], that the stack processor has approximately 2.5 times less program
length than the program for the Xilinx MicroBlaze processor in the logic branch-intensive
computations. In addition, all stack processors allow the designer to increase the instruction set. In
this case, the appropriate changes should be made to the description of the processor at the register
transfer level.

Consequently, the architecture of the stack processor provides both firmware amount and
hardware costs minimization. In addition, it is easy to develop compilers for such architecture,
because, as a rule, its instruction set is a subset of the Forth language operators. It is known that this
language is convenient both for grammatical parsing of lines and for the interpretation of high-level
language operators. The stack processor assembly language has the same syntax as the Forth language
[17]. Therefore, it is attractive to develop the stack processor architecture, which gives not only
minimized hardware costs but also simplified implementation of user instructions, which are adapted
to the logic computations.

4. SM16 Stack Processor Architecture

To solve the logic-intensive problems including one described in Chapter 2 the SM16 CPU
architecture was developed. This 16-bit processor has a common dual-stack architecture [17], which
structure is shown in Fig. 1. The eight-bit SM8 microcontroller described in [21] has been developed
to implement the data communication protocols and it is a predecessor of SM16. Many instruction
operations and other features were inherited from the SM8 architecture.

CPU includes a program counter (PC), Data RAM block, Program ROM block, an instruction
register (IR), return address stack (Rstack), data stack (Dstack), ALU. The T, N registers are the top
registers of the DStack. Register R is the top of the RStack, which also plays the role of a loop counter.

The program is loaded into the Program ROM during the FPGA configuration. It can be
exchanged without reconfiguring FPGA using the memory programming tool. The dual-port Data
RAM downloads the data to be processed from the external devices in the DMA mode. A and B are
the index registers, and the peripheral register Ri serves for the interprocessor communications.

The HTable ROM stores the hash table for the transcoding the long tags found in the XML-
documents into the numbers. The PStack, Ystack, and SStack stacks perform the same functions as
the P, Y, and S stacks of the FSM described in Chapter 2.

All instructions have a 16-bit width. The instruction has one to three op-code fields F1, F2, F3
(see Fig. 2). The field F1 codes the call, jump, return operations, counter decrement, and jump if it is
not equal to zero (DINZ). The field F2 codes all ALU operations, and F3 does data read and store
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operations in different modes including the register addressing with the address in the A or B register
with the post-increment. The variable-length field D stores a constant, or a jump address.

L Data 3
PC Program Data
ROM RAM <
IR ‘ i +1 | +1
+1 = A B <«
" S
RStack| R |« = “][ 3 DStack
Ri I—p HTable

3 » PStack
Outer signals »  YStack
»  SStack

Fig. 1. SM16 processor structure

The instructions are executed in a single cycle except for the data read and long constant loading
instructions that are executed in two cycles. This feature makes the architecture friendly to the
algorithms that are branch intensive. The processor can perform up to three operations F1, F2, F3 in
a single clock cycle. For example, two instructions

1 L1 @B+
1A+ DJNZ L1

perform a loop, which takes only 3 clock cycles, and in which an array addressed by the B register is
moved to another memory place addressed by the A register. Here, according to the Forth syntaxis,
“: L1” means the label, @B+, ! A+ mean reading and writing operations, respectively, with the address
post-increment.

The branch instruction lasts only a single clock cycle. This is achieved by the use of the ROM
block output register as the instruction register IR and by feeding the next instruction address directly
to the address input of this block bypassing the program counter PC (see Fig.1).

As a result, the logic branch-intensive algorithms are implemented without stalls. Consider an
example of some FSM fragment coding which is shown in Fig.3. This example is shown in [14] as a
result of the effective logic coding in the Cortex-M0+ microcontroller. Below, the code, proposed in
[14] is compared with the similar code of SM16 processor.

15 13 12 8 7 43 0

Fi F2 F3 D

Fig. 2. SM16 instruction format



Microcontroller for the logic tasks 68

A=1
and
B=0

Fig. 3. Subgraph of some FSM

; Assembly code in ARM assembly syntax

S1:
LDR RO, [R4, #0x8] ; Read B
CMP RO, #1
BEQ S2 ; Goto S2ifB=1
LDR RO, [R4, #0x4] ; Read A
CMP RO, #0
BEQ SO ; Goto SOifA=0
B S1

Here, the code length is 14 bytes, the loop lasts 8 clock cycles taking into account that the
branch operator takes 1 and 2 cycles for the undone and done branch respectively.

\ Assembly code in SM16 assembly syntax

LITO \ 0 to T for comparing
:S1

INR B \ Read B

LIT 1 XOR \ comparingto 1

IF S2 \GotoS2ifB=1

INR A \ Read A

IF S1 \ Goto SO if A =0 else Goto S1
: SO

Here, the code length is 10 bytes, the loop lasts 5 clock cycles. The instruction INR reads the
respective peripheral register. We see that both the code length and the cycle duration are much less
than in the effective example of the counterpart.

The stack processor architecture programming usually uses the threaded code style, i.¢., the call
instructions are placed very frequently. This instruction is implemented very quickly because the
parameters are passed into the procedure in a natural fashion. So, the CALL and RET instructions are
performed in the SR16 processor for a single clock cycle. The ability to insert a return operation in
most instructions and combine it with a conditional branch reduces both the subroutine length and
their duration. This helps both to speed-up the algorithm computing and to shorten the program
dramatically. This makes it possible to obtain the programs of minimal length, which is important for
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the FPGA implementation. The next code shows an example of programming the deep if-then-else
construction using these instructions.

: LONGIF
TEST1
LIT1
IFRETLIT2
TEST2
IFRET LIT 3

’

This is the subroutine LONGIF which performs some logic testing, TEST1, TEST2 are calls of
the subroutines which check some complex conditions, the character ‘;’ is the synonym of the RET
instruction. As a result, each of the three testing outcomes returns figures 1, 2, or 3. This subroutine
occupies only 12 bytes.

CPU has an interrupt system as well. Because the stack processor context has minimum volume,
the interrupt overhead is also negligible. Due to large number of memory read instructions in the
XML-parsing applications, the average run time of a single instruction is 1.2 clock cycles.

5. SM16 Processor Simulator

To develop the applications which perform the logic-intensive applications an SM16 processor
simulator was designed. Its functions are: to compile the programs written in the SM16 assembly
language, to load and simulate such a program, to inform about the syntax errors, to generate the
VHDL files describing the Program ROM and Data RAM which contain the binary program and
initial data codes, respectively.

This framework is able to read the document type definition (DTD) file which describes a set
of XML-grammars and generates the SM16 program file to compute the respective parsing FSM.
This program could both be modeled using the loaded XML-queries and be attached to the VHDL-
model of the SM 16 processor which is configured in FPGA.

The screenshot of the simulator frame is shown in Fig. 4.

0| SMTE Simulatar

RStack DStack Dump ROM to... Quit

PC 0016 R 0005 | X 0001 A 0002 =
e Dump RAM to... Choose file
IR |6801 0000 | 200e | M et B [0[)00 e Tei t
| P |0201 FAlpla-
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el Read DTDs Load file
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(0013 |1E00 >R - : VAR-A = Step
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hit 1 %000 Step over
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0%x0016 |24k |ta+ 1+ pawz m2 %0003 [04 Skip NOPs
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Fig.4. Screenshot of the SM 16 processor simulator
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6. Experimental Results

The SM16 CPU is described in VHDL and is synthesized for configuring in FPGAs of different
series. The results of configuring are shown in Table 1.

Table 1
SM16 Processor Core Parameters
FPGA series LUTSs, ALMs Registers Maximum clock frequency, MHz
Xilinx Spartan-6 721 116 102
Xilinx Artix-7 767 119 135
Xilinx Kintex-7 773 119 190
Intel Cyclone V 1001 1080 97

When configuring in Xilinx FPGA, all the stacks are mapped into LUTs effectively preserving
low hardware volume and high speed. Much worse results are achieved in the Intel Cyclone chip
because these stacks are implemented in the sets of registers.

Table 2 presents the results of the SM16 CPU configured in Xilinx Spartan-6 FPGA comparing
to the other processor cores. The table analysis shows that the SM16 processor has higher
performance as the bl16-small [19] and J1 processor [20], which are the stack processors as well at
the cost of higher hardware volume. It has a much higher speed than the well-known MSP430
processor [22] and somewhat loses to the Microblaze processor [23]. Nevertheless, it should be noted
that the SM16 processor has a larger instruction set which is adapted to the logic algorithms especially
to handle the XML-documents. Of course, it has much higher hardware volume than the 8-bit stack-
based microcontroller SM8 [24].

Table 2
Comparing Different Processor Cores
Processor core Bit-width Hardware costs | Maximum clock Speed, MIPS
(LUTSs) frequency, MHz

b16-small 16 280 100 50 MIPS

1 16 342 106 70 MIPS
MSP430 16 1240 65 25 MIPS
Microblaze 32 2046 130 174 DMIPS

SM8 8 181 140 94 MIPS

SM16 16 721 116 96 MIPS

There are a few hardware implementations of XML parsers comparing to the software ones.
Only hardware parsers XPA [25], SCBXP [26] provide both regular expression filtering and building
the XML parsing tree.

A SM16 microcontroller was developed which is programed to implement the same tasks that
these hardware parsers do. For this purpose, the additional three stacks and hash table were added to
the CPU core as well as the instructions which support the parsing process. Among them the
instruction HASH performs the hash function calculating of the XML key words with the speed of
one character per 3 clock cycles. So, the keywords are substituted to the indexes which are compared
to ones stored in the precompiled hash table.

The given grammar set is loaded to the simulator framework which generates both the program
ROM model and the hash table model described in VHDL. As a result, the SM16 microcontroller can
compute the XML queries at the speed of approximately 7.5 megabytes per second. Table 3 shows
the characteristics of the mentioned hardware XML parsers and the proposed one.

Thus, the SM 16 parser has only one and a half worse the performance-hardware ratio than the
XRA and SCBXP parsers. However, an SM16-based solution can simultaneously support almost any
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number of XML grammars. This qualitatively distinguishes the developed parsing method and SM 16
microcontroller from other hardware solutions.

Table 3
Hardware Characteristics of different XML parsers

XML-parser | Hardware costs (LUTs) | Clock frequency, MHz | Throughput, MB/s
XPA 9200 125 125
SCBXP 29200 33 200 — 500
SM16 880 180 7,5

7. Conclusion

A new SM16 microcontroller architecture is proposed which is intended for the logic-intensive
applications in FPGA which is based on the stack architecture. The short but fast programs are derived
due to the 16-bit instructions, which code up to three independent operations, and intensive use of the
threaded code style. The framework is developed which compiles the program, simulates it, and
translates to the ROM. The developed SM16 core with additional three stacks, hash-table, and
instructions that accelerate the execution of parsing operations is used for efficient XML-document
processing and can be frequently reconfigured to the given document grammar set. This system is not
only capable of processing the XML-documents efficiently but also can be quickly reconfigured to
process the documents of other grammars.
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The new approach to accelerate the computational implementation of the basic for a wide range
of cryptographic data protection mechanisms operation of exponentiation on Galois Fields have been
proposed. The approach is based on the use of a specific property of a polynomial square and the
Montgomery reduction. A new method of squaring reduces the amount of computation by 25%
compared to the known ones. Based on the developed method, the exponentiation on Galois Fields
procedure has been modified, which allows to reduce the amount of calculations by 20%.
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In the field of technical diagnostics, many tasks are solved by using automated classification.
For this, such classifiers like probabilistic neural networks fit best owing to their simplicity. To obtain
a probabilistic neural network pattern matrix for technical diagnostics, expert estimations or
measurements are commonly involved. The pattern matrix can be deduced straightforwardly by just
averaging over those estimations. However, averages are not always the best way to process expert
estimations. The goal is to suggest a method of optimally deducing the pattern matrix for technical
diagnostics based on expert estimations. The main criterion of the optimality is maximization of the
performance, in which the subcriterion of maximization of the operation speed is included. First of
all, the maximal width of the pattern matrix is determined. The width does not exceed the number of
experts. Then, for every state of an object, the expert estimations are clustered. The clustering can be
done by using the k-means method or similar. The centroids of these clusters successively form the
pattern matrix. The optimal number of clusters determines the probabilistic neural network optimality
by its performance maximization. In general, most results of the error rate percentage of probabilistic
neural networks appear to be near-exponentially decreasing as the number of clustered expert
estimations is increased. Therefore, if the optimal number of clusters defines a too “wide” pattern
matrix whose operation speed is intolerably slow, the performance maximization implies a tradeoff
between the error rate percentage minimum and maximally tolerable slowness in the probabilistic
neural network operation speed. The optimal number of clusters is found at an asymptotically minimal
error rate percentage, or at an acceptable error rate percentage which corresponds to maximally
tolerable slowness in operation speed. The optimality is practically referred to the simultaneous
acceptability of error rate and operation speed.

Keywords: technical diagnostics, probabilistic neural network, pattern matrix, expert
estimations, clustering, performance maximization.
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In this study, we explore and compare two ways of vector space model creation for Kyiv city
petitions. Both models are built on top of word vectors based on the distributional hypothesis, namely
Word2Vec and FastText. We train word vectors on the dataset of Kyiv city petitions, preprocess the
documents, and apply averaging to create petition vectors. Visualizations of the vector spaces after
dimensionality reduction via UMAP are demonstrated in an attempt to show their overall structure.
We show that the resulting models can be used to effectively query semantically related petitions as
well as search for clusters of related petitions. The advantages and disadvantages of both models are
analyzed.

Keywords: vector space model, FastText, Word2Vec, petitions analysis, UMAP.
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The methods of the local feature point extraction are analyzed. The analysis shows that the most
effective detectors are based on the brightness gradient determination. They usually use the Harris
angle detector, which is complex in calculations. The algorithm complexity minimization contradicts
both the detector effectiveness and to the high dynamic range of the analyzed image. As a result, the
high-speed methods could not recognize the feature points in the heavy luminance conditions.

The modification of the high dynamic range (HDR) image compression algorithm based on the
Retinex method is proposed. It contains an adaptive filter, which preserves the image edges. The filter
is based on a set of feature detectors performing the Harris-Laplace transform which is much simpler
than the Harris angle detector. A prototype of the HDR video camera is designed which provides
sharp images. Its structure simplifies the design of the artificial intelligence engine, which is
implemented in FPGA of medium or large size.
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Increasing requirements for data transfer and storage is one of the crucial questions now. There
are several ways of high-speed data transmission, but they meet limited requirements applied to their
narrowly focused specific target. The data compression approach gives the solution to the problems
of high-speed transfer and low-volume data storage. This paper is devoted to the compression of GIF
images, using a modified LZW algorithm with a tree-based dictionary. It has led to a decrease in
lookup time and an increase in the speed of data compression, and in turn, allows developing the
method of constructing a hardware compression accelerator during the future research.
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This paper is dedicated to development model of information system to automate educational
process based on the Faculty of Informatics and Computer Science at NTUU “Igor Sikorsky Kyiv
Polytechnic Institute”. Existing educational systems of different higher education institutions had
been studied; main realized functions of similar platforms were defined. As a result of research model,
that enables insertion of students, teachers and other university personnel data, storing personal data
and information about users’ scientific works, and also is able to be integrated into existing university
information space, has been obtained.
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A new SM16 microcontroller architecture is proposed which is intended for the logic-intensive
applications in the field-programmable gate array (FPGA). The microcontroller has the stack
architecture which provides the implementation of the most of instructions for a single clock cycle.
The short but fast programs are derived due to the 16-bit instructions, which code up to three
independent operations, and intensive use of the threaded code style. The framework is developed
which compiles the program, simulates it, and translates to the ROM. The developed SM16 core with
additional three-stack blocks, hash-table, and instructions that accelerate the execution of parsing
operations is used for efficient XML-document processing and can be frequently reconfigured to the
given document grammar set. The parsing speed equals to one byte per 24 clock cycles.
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VY cTarTi OrNITHYTO METOOM Ta TEXHOJIOTII TeCTYBaHHS MEpPEKHOTO OTOYEHHS BOYIOBaHHX
CHCTEM 1 HaITMCaHHS TECTOBOI JOKyMeHTamii. B sKocTi mpukimaxy po3po0iIeHo TexXHiIKa TeCTyBaHHS
Ha OCHOBI 3BiTy mpo nedextu. Po3pobiaeHo TecT MpoIyKTUBHOCTI U TIEPEBIPKH HaBAHTaKEHHS
MEpPEKHOTO OTOYEHHsI BOYZOBAaHOTO MPHCTPOIO 3 BUKOPHUCTAHHAM CIIEIialIbHIX bash-CKpHIITIB [Ist
TECTYBaHHS MPOJTYKTHBHOCTI.
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3anponoHOBaHO HOBUHM MiNXiJ MO TPHCKOPEHHS OOYMCITIOBANBHOI peaiizamii 0a30Boi s
IIMPOKOTO KOJIa MEXaHi3MiB KpUITOrpaivHOT0 3aXUCTy NAaHUX ONeparllii ImIHeCeHHS IO CTETICHS 3a
nosisimu ["anya. TTijxix 3acHOBaHMM HA BUKOPUCTAHHI criei(iaHOT BIACTUBOCTI KBapara MmojiHoMa
Ta peaykuii Montromepi. HoBuii MeToz 3BelleHHS B KBaJpaT CKOpouye oOcsr oduucieHb Ha 25%
MOPiBHSHO 3 BigoMuMu. Ha ocHOBI po3po0iieHoro MeToay Moanu(diKoBaHO MPOLEAYPY MiTHECEHHS 10
cTerneHs Ha nossx ["anmya, 1110 03BoJIsi€ 3MEHIIUTH 00csTr o6unciieHs Ha 20%.

Knrouoei cnoea: onepaiiisi MHOKeHHSI Ha moist ['anrya, kpuntorpadiuHi anroputMu Ha OCHOBI
anreOpu noniB ['anya, migHeceHHs o cTeneHs 3a noysamu ['anya, penykiiiss MoHTromepi.
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Y cdepi TexHIYHOI JiarHOCTHKH OaraTo 3aBJaHb BHPINIYIOTBCS 32 JIOTIOMOTOIO
aBTOMAaTH30BaHOi Kiacudikamii. s 1mporo Hadkpame MTiAXOASTh Taki Kiacu(piKaTopH, SK
IMOBIpHICHI HEHPOHHI MEpexi, 3aBISIKH CBOI mpocToTi. st oTpuMaHHS WMOBIpHICHOT MaTpHIl
11a0JIOHIB HEHPOHHOI MepeXi IS TEXHIYHOI JIarHOCTHKH 3a3BHYail BUKOPUCTOBYIOTH €KCIEPTHI
OLIIHKK 200 BUMIipIOBaHHSA. MaTpHIIO 3aKOHOMIPHOCTEH MOYKHA BHBECTH MPSMO HIJISXOM IPOCTOTO
ycepeHeHHs X OmiHOK. OHAK cepe/iHi 3HAUCHHS HE 3aBXKIH € HalKpaliuM crocoboM oO0poOKu
eKCTIIepTHUX OLIHOK. MeTa — 3ampoNoOHYyBaTH METOJ ONTHMAIBHOTO BHBEICHHS MAaTpPHII
3aKOHOMIPHOCTEH [T TEXHIYHOI JIarHOCTUKH Ha OCHOBI €KCIIEPTHHUX OIIHOK. OCHOBHUM KpUTEPiEM
ONITUMAJBHOCTI € MaKCUMi3amis MPOAYKTUBHOCTI, 10 SIKOi BXOJHUTH MIAKPUTEPid MakcuMizamii
mBuakoii. [lepm 3a Bce, BU3HaYae€ThCS MaKCUMajbHA IMUpWHA MaTpuii BizepyHka. [llupuna He
MEPEBUIYE KUIBKOCTI eKkcrepTiB. [loTiM JUIsl KOXHOTO CTaHy OO0'€KTa EKCIIEPTHI OI[IHKU
KJIacTepu3yroThesi. Kiactepusariro MokHa 3MIHCHHTH 3a JOMOMOroro Merony k-cepemnix abo
nozai6Horo. LleHTpoiny mux KiacTepiB MOCIIIOBHO yTBOPIOIOTH MATpHIIO madinoHy. OnTumaibHa
KUTBKICTh KJTacTEepiB BHU3HAYAE ONTHMANBHICTh IMOBIPHICHOI HEWPOHHOI Mepexi NUITXOM
IMOBIDHICHUX HEWPOHHUX MeEpEX, 3Ja€ThCA, Maike eKCIIOHCHIabHO 3MEHINYIOThCS 31
30UIBLIEHHSAM KUTBKOCTI KJIACTEPU30BAHUX €KCHEPTHHUX OLHOK. ToMy, SKIIO ONTHUMajbHA KiJIbKICTh
KJIacTepiB BH3HAYAE 3aHA/ATO IIMPOKY» MATPHUIIO HIA0JIOHIB, MIBHIKICTE POOOTH SKOT HECTEPITHO
HU3bKa, MaKCHMi3allisl MPOJYKTHBHOCTI Tepeadadae KOMIPOMIC MK MiHIMAIbHUM BiJICOTKOM
MOMMJIOK 1 MaKCUMAaJIBHO JIOMYCTUMOIO MOBUIBHICTIO MIBHIKOCTI poOOTH HWMOBIpHICHOT HEHPOHHOT
Mepexi. OnTuManbHa KUTBKICTh KJacTepiB BU3HAYAETHCS MPU ACHMITOTHYHO MiHIMAIbHOMY
BIZICOTKY YacTOTH MOMHJIOK a00 MpH NPUHHATHOMY BiJICOTKY YacTOTH MOMMIIOK, SIKHI BiIMOBigae
MaKCUMaJlbHO JOMYCTHMIild IOBUIBHOCTI IMIBHAKOCTI poOOoTH. ONTHMaNbHICTh NPAKTUIHO
BiTHOCHUTBLCS JI0 OJTHOYACHOT MPUHHATHOCT] YACTOTH MOMHIIOK 1 IIIBUJIKOCTI pOOOTH.

Knrwuosi cnosa: TexHiuHa AiarHOCTHKA, IMOBIpHICHa HEHPOHHA Mepeka, MaTPHILIS MAaTePHIB,
eKCTIepPTHI OIIHKH, KJIACTepHU3allisl, MAaKCHUMi3alis MpOTyKTHBHOCTI.
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VJIK 004.855.5
DOI: https://doi.org/10.20535/2708-4930.2.2021.244188

BEKTOPHO-ITPOCTIPHI MOJIEJII HETHUIIN MICTA KMEBA
(cTop. 26 — 34)

P. IHATITAJIA
HaBuanbHO-HayKOBHH KOMILIEKC «HCTUTYT IPUKIIQJHOTO CUCTEMHOTO aHATi3Y»
HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchkuit nomiTexHiuyHuiA iHCTUTYT iMeHi [ropst Cikopebkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0002-4367-5775

I'. KUCEJIbOB
HaBuanpHO-HAayKOBHUIT KOMIUTIEKC «[HCTUTYT MPHUKIIAJJHOTO CHCTEMHOTO aHAIIZy»
HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchkuit momiTexHiuyHMiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0003-2682-3593

VY oMy JOCHIPKEHHI MU JOCTIKYEMO Ta MOPIBHIOEMO J1BA CIIOCOOU CTBOPEHHS BEKTOPHOT
mpocTopoBoi Mojeni neruiliidi micta Kuesa. O0uBi Mojieni mobya0BaHi Ha OCHOBI BEKTOPIB CIIiB Ha
OCHOBI TimoTe3u posmofiny, a came Word2Vec i FastText. Mu HaB4aeMO BEKTOpH CIIiB Ha Habopi
JMaHuX neTuiid micta Kuesa, momnepeiHb0 00poOIIEMO JOKYMEHTH Ta 3aCTOCOBYEMO yCEPECIHCHHS
JUTSI CTBOPEHHS BEKTOPIB METHIIIH. Bizyanizaiii BeKTOpHUX MPOCTOPIB Micisi 3SMEHIIEHHS PO3MipHOCTI
gepe3 UMAP neMoHCTpYIOThCS B CIIpo0i MOKa3aTu iX 3arajibHy CTPYKTYpY. MU moka3yemo, 1o
OTpHMaHi MOJeJIi MOKHa BHUKOPUCTOBYBAaTH Il €()EKTUBHOTO 3alUTy CEMaHTUYHO MOB’S3aHHUX
NEeTULIIM, a TakoX JJIs IMOLIYKY KJIacTepiB MOB’si3aHMX mneTuuii. IIpoaHanizoBaHo mepeBaru Ta
HEJIOJIIKA 000X MOJIeNIeH.

Knrouoei cnosa: monens BeKTopHOTO nipoctopy, FastText, Word2Vec, anani3 meturniii, UMAP.

VJIK 004.383
DOI: https://doi.org/10.20535/2708-4930.2.2021.244191
BUAIVIEHHS MICHHEBUX XAPAKTEPUCTHUK HA 30BPAKEHHSAX
(ctop. 35 —-47)
I1. CEPTIEHKO
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH
«KuiBchkuit omitexHiyani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0003-3030-0074

A. CEPTTEHKO
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH

«KuiBchkuit momiTexHiuyHuiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-5965-1789

M. OPJIOBA

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchknit omitexHigani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0002-6617-4631

[IpoanamizoBaHo MeTOIW BUAIJICHHS JOKAaIbHOI O3HAKU. AHaNi3 IMOKa3ye, 10 HAHOLIbII
e(eKTHBHI JIETEKTOPU 3aCHOBaHI HA BU3HAYCHHI TPaJi€HTa ACKPABOCTi. 3a3BUYail BUKOPUCTOBYIOTh
JETeKTOp KyTiB Xappica, SIKHH € CKJIaJHUM y po3paxyHKax. MiHimi3allis CKIaJHOCTI allfOPUTMY
CYNepeunTh K €()EKTUBHOCTI JAETEKTOPA, TaK i BHCOKOMY AMHAMIYHOMY Jialma3oHy aHaJIi30BaHOTO
300paxeHHs. SIk HacliJIOK, BUCOKOIIBUAKICHI METOIM HE MOTJIHU PO3Mi3HATH XapakKTepHi TOYKH B
YMOBaX CHJIBHOI SICKPaBOCTI.

3anpomnoHoBaHO MOJAU(DIKAIIO aITOPUTMY CTUCHEHHSI 300pakKeHb 13 IMIMPOKUM JAHMHAMIYHUM
nianazonom (HDR) Ha ocHoBi MeTomy Retinex. Bin MicTuTh anantuBHui GinbTp, sIKuii 30epirae kpai
300paxeHHs. QinbTp 0a3zyeTbcss Ha HAOOPI JETEKTOPIB O3HAK, SIKi BUKOHYIOTH TEPETBOPEHHS
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Xappica-Jlamnaca, sike € HabaraTo MPOCTIIINM, HiXK IeTEKTOp KyTiB Xappica. Po3pobneHo mpoToTun
Bineokamepu HDR, sika 3a6esneuye giTke 300pakeHHs. MOro cTpykTypa CIpollye KOHCTPYKIIEO
JIBUTYHA IITYYHOTO 1HTEJIEKTY, AKui peainizyerbcsi B FPGA cepennboro abo BeIMKoro posmipy.
Knwuoegi cnosa: FPGA, Buninenns o3nak, HDR, po3mizHaBanHs 00pa3iB, IITYYHNH 1HTEIEKT.

VJIK 004.383
DOI: https://doi.org/10.20535/2708-4930.2.2021.244189
AITAPATHI KOMITIPECOPH 30BPA’KEHbB GIF
(cTop. 48 — 55)
1. MO3rOBUI
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH
«KuiBchkuit momiTexHiuHuiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-5469-486X

A. CEPTIEHKO
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH

«KuiBchkuit momiTexHiuHMiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-5965-1789

P. €PLLIOB
Kadenpa enextpoHiku, aBTOMaTHKH, pOOOTOTEXHIKH Ta MEXATPOHIKH

Hanionansauii yHiBepcuTeT «UepHiriBebka momTexHika», YKkpaina
ORCID: https://orcid.org/0000-0002-0267-2906

ITizBuIieHHs: BUMOT /10 Iiepeadi Ta 30epiraHHs JaHUX 3apa3 € OJHUM 13 aKTyaJbHUX ITUTAHb.
IcHye kinbka crioco0iB BUCOKOIIBUAKICHOI mepeaadi JaHuX, aje BOHH 3aJ0BOJBHSIOTH OOMEXeHi
BUMOT'H JI0 iX By3bKOHAIpaBiIeHOi KOHKpeTHOi MeTH. [1ifXia 10 CTUCHEHHS JaHUX Jla€ BUPILICHHS
mpoOJieM BHCOKOIIBUJKICHOI mepemadi Ta 30epiraHHs HEBENMKUX o0cariB gaHux. Llg cratrs
npucBsiueHa ctucHeHHIO GIF-300paskeHs 3a gomoMoror MojudikoBaHoro amroputmy LZW 3
JepEeBOIOIIOHNM CIOBHUKOM. L{e mpu3Beno 10 3MeHIIeHHs Yacy MOUTyKy Ta 301IbIICHHS IBUAKOCTI
CTHCHEHHS JaHUX, i, B CBOIO Uepry, IO03BOJIIE PO3POOUTH METOJ MOOYJOBH amapaTHOTO
MPUCKOPIOBAaYa CTHCHEHHS i1 Yac MafOyTHIX HOCIIKEHb.

Knrwuoegi cnosa: FPGA, GIF, ctucHenns 6e3 BTpaT, CTUCHEHHS 300paKeHb, CIIOBHHK, allapaTHEe
MPUCKOPEHHS.

YK 004.414.22
DOI: https://doi.org/10.20535/2708-4930.2.2021.247770
APXITEKTYPHE ITPOBEJEHHS TA KOHLUEINITYAJIBHA PO3POBKA
TH®OPMAIIMHOI CUCTEMHU ®AKYJIBTETY «KIMI-KOHHEKT»
(cTop. 56 —63)
I. KIIMMEHKO
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH
«KuiBchkuit nomiTexHiuyHmiA iHCTUTYT iMeHi [ropst Cikopebkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-5345-8806

0. BYLIbKUH

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchknit omitexHiyani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0003-1358-2583

K. TPUIIEHKO

HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH

«KuiBchkuit momiTexHiuHMiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0002-8186-960X
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M. CIBAYEHKO

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchkuit momiTexHiuyHuiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina

ORCID: https://orcid.org/0000-0001-8661-1563

B. KPUBELb

HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH

«KuiBchkuit momiTexHiuHMiA iHCTUTYT iMeHi [ropst Cikopebkoroy», Kuis, Ykpaina

ORCID: https://orcid.org/0000-0002-6686-0092

J1. KPUBOILEHN

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchknit omitexHiyani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0003-2236-3710

J. HI'YEH

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchkuit omitexHiyani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-8254-3540

Jlana craTTa mnpucBsiueHa po3podmi Moxeni iH(opmamiiHOT cHCcTeMH aBTOMaTH3allil
HABYAJILHOTO TIpoliecy Ha 0a3i ¢akynbTeTy iHGOpMaTHKKM Ta obuucmoBanbHOi TexHikn HTYY
«KuiBchkuii momiTexHIYHNUH IHCTUTYT iMeHi [ropst Cikopchkoroy». BuB4eHo icHyr04i OCBITHI CHCTEMHU
Pi3HMX BUIIMX HaBYAIBHUX 3aKJIaJ[iB; BU3HAUEHO OCHOBHI pealizoBaHi PyHKIIii ToAi0OHUX miaTdopm.
VY pe3ynbTaTi JOCHIKCHHS OTPUMAaHO MOJENb, SKa JO3BOJIIE BBOJUTH JlaHI NPO CTYACHTIB,
BUKIIaJ[a4diB Ta iHIIUX CIIBPOOITHUKIB YHIBEpCUTETY, 30epiratu nmepcoHalbHi AaHi Ta iHpopMaIiio
PO HAyKOBI Tpalli KOPUCTYBadiB, a TaKOXK 3/IaTHA 1HTETpyBaTUCS B iCHYHOUMU iH(poOpMamiiHun
MPOCTip YHIBEPCHUTETY.

Kniouosi cnosa: naBuanpuuii npouec, iHpopmaniiiHa cucTteMa, aBTOMaTU3allis, MPaKTHYHE
BUKOPHCTAHHS.

VJIK 004.383
DOI: https://doi.org/10.20535/2708-4930.2.2021.251693
MIKPOKOHTPOJIEP U1 JIOTTYHUX 3AJTAY
(cTop. 64 —72)
M. CEPI'TEHKO
HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu
«KuiBchkuit omitexHigani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: http://orcid.org/0000-0001-5965-1789

0. MOJIYAHOB

HarmionaneHuii TeXHIYHUN YHIBEpCUTET YKpaiHu

«KuiBchknit omitexHiyani iHCTUTYT iMeHi Iropst Cikopebkoroy, Kuis, Ykpaina
ORCID: https://orcid.org/0000-0001-8384-0918

M. OPJIOBA
HanionansHuii TeXHIYHUHN YHIBEpCUTET YKpaiHH

«KuiBchkuit nomiTexHiuyHMiA iHCTUTYT iMeHi [ropst Cikopcbkoroy», Kuis, Ykpaina
ORCID: https://orcid.org/0000-0002-6617-4631

3anpornoHOBaHO HOBY apXiTEKTypy MiKpokoHTposiepa SM16, ska mpusHaueHa Ui JIOTIYHO
IHTEHCHBHHUX MporpaM y mporpamoBaniii BeHTWwIbHIH Matpuili (FPGA). MikpokoHTponep Mae
CTEKOBY apXiTEKTypy, fka 3abe3neuye peamizallito OLTBIIOCTI KOMaHA 3a oAWH TakT. Kopotki, ane
IIBUJIK] TPOTPaMy BUBOJISITHCS 3aBASKH 16-01THUM 1HCTPYKIIiSIM, SIKi KOAYIOTH IO TPhOX HE3AICHKHHUX
omneparii, 1 IHTEHCUBHOMY BHKOPHUCTaHHIO CTHJIIO IOTOKOBOTO Koxy. Po3pob6ieHo cTpyKTypy, sika
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KOMIILUTIOE TIporpamy, Mojientoe ii Ta nepeknagae Ha [13I1. Po3pobnene sapo SM16 3 nonatkoBuMu
OJIOKaMU 3 TPhOX CTEKiB, XEII-TaOIUIICIO Ta IHCTPYKIIISIMHU, SIKi PUCKOPIOIOTH BUKOHAHHS OTIepallii
CUHTAKCUYHOTO aHaNi3y, BUKOPUCTOBYETHCS i epeKTUBHOI 00poOku XML-mokyMeHTIB 1 Moxke
9acTO MEPEeHANAIITOBYBATHCS BIAIOBIIHO 10 Habopa TpamMaTuKu nokyMmeHra. llIBunkicte po3dopy
JOPiBHIOE OHOMY OalTy 3a 24 TakTH.

Kniouoei cnosa: VHDL, XML, napcep, FPGA, crexoBuii npouecop, rpamaruka, FSM




